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Chapter 1
Introduction

People who like this sort of thing
will find this the sort of thing they like
- Abraham Lincoln

The task of the Quality Assurance (QA) engineer is to determine if the geome-
tries of the product are within the specified tolerances created by the design engineer.
The results should determine whether or not the product will perform its desired
functons correctly. Today's technologies have provided a diverse range of auto-
mated inspection systems for QA. The primary measurement technique used in
automated industrial inspecton of machined parts is the coordinate measurement ma-
chine (Galm, 1991] (Menq, et al., 1991a} [EIMaraghy and Gu, 1987]. Advanced
graphical programming tools have aiso simplified some aspects of the antomated in-
specton process. Computer-aided design, process planners, path planners. and
simulators provide assistance to the inspector.

This thesis discusses the implementation of an automated inspection planner
operating within a feature-based concurrent engineering system called the Rapid
Design System (RDS). The RDS contains software modules to automare the design,
manufacture, and inspection aspects of product fabrication, as well as an artficial
inteiligence memory to provide advanced storage and remieval of designs. The
automated inspection planner interfaces to the CAD system to receive the design,
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tolerance, and function intent informadon. The task of the automated inspecton
planner is to produce the inspection plan which properly evaluates the tolerances on
the manufactured product. Important aspects of an automated inspecton plan include
a safe, collision-free, and efficient path trajectory throughout the probe-space. The
output is generated as actual instruction code that controls the execution of the in-
spection plan on a computer-controlled coordinate measurement machine. The out-
put is complete and will require no human editing (or at least, no more than fine-
tuning or “tweaking’) before the code can be executed.

The individual accomplishments of this thesis introduced several important
elements into the automated inspecton pianner of the RDS:

1. An artficial neural network performs sequence optimization on the
inspecdon points using an inspecton rule based criterion.

N

. A compurtadonally efficient collision-avoidance algorithm creates a safe
path for the probe head to wavel around the workpiece.

[¥3]

. An automated code generator produces the CMM instructons that will
safely, efficiently, and correctly evaluate the tolerance on the workpiece.

Thesis Overview
Chapter 2 provides important background information and a literarure review to
provide better understanding of the work described in this thesis as well as relate it to
research in similar areas. Since the work of this thesis is a sub-part of a concurrent
engineering system, some aspects of the larger project are discussed to place proper
perspectve of how this thesis fits into the intentdons of the engineering system. The
engineering tools and techniques of object oriented programming, the feature and
hierarchical paradigms, and concurrent engineering are aiso described. Chapter 3

discusses the theme of the research: quality assurance. The standards, formats. and




techniques of quality assurance used in this research are described. They include the
ANSI Y14.5M-1982 tolerancing standard, coordinate measurement machines, and
automated inspection.

Chapter 4 discusses the implementaton of the intelligent automated inspecdon
planner. The work of several researchers (see Acknowledgments) and their contribu-
tion to this thesis is developed in sectons 4.1 and 4.2.1. Sectons 4.2.2 through 4.3
describe the individual research and implementation of work performed to achieve
this thesis. An exampie of a product's representation at each stage throughout the
inspection planner is illustrated in Chapter 5.

This thesis closes with conclusions and future work in chapters 6 and 7, respec-
uvely. Appendix A shows the inspection language macros that create the output of
the inspecdon pianner. Appendix B gives a quick reference to the inspection lan-
guage of the coordinate measurement machine owned by the end-user of the Rapid
Design System. [t can be used to clarify the exampies and to give the reader an un-
derstanding of one reason for the necessity of an automated inspecton planner. The
inspecton rule-based artificial neural nerwork program code is presented in
Appendix C.




Chapter 2
Background

Those who cannot remember the past
are condemned to repeat it.

- George Santayana

This chapter describes the factors that influenced this research. The larger re-
search project of the concurrent engineering system defined the project pladform and
software implementation language. A problem and approach were conszucted by
studying the efforts of the QA engineers at the 4950th Test Wing, Wright-Parterson
Air Force Base as they performed their job of inspecting manufactured parts using
their newly acquired CMM. A literature review helped guide this research by
introducing new ideas that could be developed further. Finally, background topics
critical to this research effort are explained and defined.

2.1. Project Background

This work is encompassed by a project funded by the U.S. Air Force to develop
an inteiligent expert system which reduces the urnaround tme of a product from de-
sign to manuracture and inspecton. This system, called the Rapid Design System
(RDS), is being deveioped with the cooperation of an Air Force design and manufac-
wring Test Wing {LeClair, 1991]. This organizaton specializes in the custom design

[ %S




and manufacture of aircraft replacement parts which are no longer available from the
original manufacturer. Therefore, the lot sizes are very small, typically ranging from
one to twenty. For these small batch sizes, the highest ume factor is the icad tme in
product plan development in both the manufacturing and inspecton arenas. The
objective of the RDS is to drastically reduce this lead time by providing information
links throughout the life cycle of the product. Both the manufacturer and inspector
receive the entire feature-based part-model that the designer created, rather than an
engineering drawing or a simple surface representation. This allows the process
planner to use all the function and tolerance intent inherent in the design and
tolerance fearures.

The RDS is built upon the Concept Modeler™, a parametric design system
from Wisdom Systems, Inc. The Concept Modeler™ is built upon Common LISP
Operating System (CLOS), an object-oriented programming language with inheri-
tance. The RDS uses these piatforms 1o provide fearures used throughout the concur-
rent engineering system.

The four RDS modules are as follows: the Episodal Associative Memory, the
Fearure-Based Design Environment, the Fabricadon Planning module. and the
Inspecton Planning and Evaluation module. The overall purpose of the RDS is to
provide a common language that allows these diff<rent modules to be interconnected
so that process planning and other aruficial intelligence heuristics can use the trans-
lated data. Its goal is to relieve the manufacturer or inspector from the guess-work
often involved in interpreting the tolerancing and functional design intent of a prod-

uct once it is “thrown over the engineering wall.”




Figure 1. Rapid Design System overview.

The Episodal Associative Memory (EAM) is a computer-based associative
memory, whose purpose is to augment the human designer's memory by providing an
institudonal or collective memory for all phases of the product’s life cycle {Pao, et al.,
1991]. Informartion regarding the successes and failures of a product from each of its
producton stages is stored in the memory. The life cycie memory includes
informatdon from the designer, manufacturer, and inspector. This experience dara of
simi:}arly designed parts is then “remembered” by the memory when a new part is
inmoduced into the system. The goal is t0 avoid the costly mistakes that occurred
previously and to reiterate positive factors of all aspects of the similar product's life
cycle. The designer can learn from the wrials and solutions of the fabrication or
inspection engineers. These mials and solutions might not otherwise be considered
due to job turnover, promotions, forgedulness, disorganization, misplaced or
destroyed papers, etc.

The Feature-Based Design Environment (FBDE) is the front-end CAD system
where the designer creates the product. In the feature-based design paradigm (secton
2.5), the product, or part model, is described in terms of features which represent
higher-level concepts than the geometric primitives used in wraditional CAD systems
[Radack, et al., 1991]. Most commercially available computer-aided drafting systems




are wire-frame representations which depict objects by geomerric primitives: points,
lines, curves, circles, etc. Tolerancing, whether it is the ANSI geometric standard or,
more commonly, the raditional rectangular (+) standard, is accomplished by placing
text and an arrow in the drawing, not linking it in any way to the acrual geometry of
the part model.

The FBDE uses Constructive Solid Geometry (CSG) to represent the 3-D part
model. One class of features, called “form-feanres,” contains both negative volume
features such as holes and pockets, as well as positive volume feanures such as bosses
and ribs. When atrached to a feature or sub-feature, negative volume features will
remove material, while positive volume fearures will add material. Another class of

features serves to modify the geomerry of the form feature, ¢.g., chamfers and fillets.

20 £ &

Bose : Slot
Step Through Step to a
Blind Hole Through Hole Open Pocket Closed Pocket
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Figure 2. Design features implemented within the RDS.

The FBDE also represents dimensioning and tolerancing information within the
part model using the feamre paradigm. The representation conforms to the ANSI




Y 14.5M standard cailed Geomewric Dimensioning and Tolerancing (GD&T), e.g.,
straightness, positdon, and flamess. These tolerance features are artached to geomet-
ric fearures or surfaces of the part model representing the proper GD&T cailout pro-

cequre, as weil as ueedea informadon for e process pianner.

Simpie Datum Basic Dimension Datum Reference Frame Fistnese

Figure 3. Tolerance feamures implemented within the RDS.

Fabricarion Planning (FAB-PLAN) ourputs the instruction code necessary (0
manufacture the part on a computer numerically-controiled (CNC) machine
(Westhoven, 1991]. Its input is the feamre-based descripdon of the product from the
FBDE which is translated into fabrication fearures. FAB-PLAN uses a machining
database called Met-CAPP™, which determines the proper milling machine and the
corresponding speeds and feeds for each fabrication feature. then passes them as

parameters into the process planner.




Inspecrion Planning and Evaluation Module (IPEM) automancally generates
instruction code to be executed on a computer-controiled coordinate measurement
machine (CMM) (Merat and Radack, 1992] (Merat, et al., 1991]. IPEM is the
module that this thesis discusses. The first step is the ransiadon of the
design/tolerance feamre combinatons from the FBDE into inspection features. The
inspection process planner uses a generative approach to create the setups and
sequencing of the tolerance measurements and evaluations. The path pianner ensures
an efficient path trajectory according to an inspection rule criteria, and then makes it
a collision-free path. The automated code generator wanslates the inspecton fearures
into a language that the CMM will understand.

2.2. The Problem

_ As computers become faster, heuristics more comprehensive, and software
more user-friendly, many new technologies have been realized in the industry arena.
CAD (computer aided design) and CIM (computer integrated manufacturing) have
become standard tools for most manufacturing companies. On a much smaller scale,
CAI (computer aided inspection) and CAPP (computer aided process planning) have
also been accepted by indusay. However, these advances have resuited in distinct
“pockets” of computer-assistance which are not complete in themselves, and integra-
tion among them is sdll labor intensive.

Many tools have been developed to aid the inspector with the inspection proc-
ess. The tolerance standard, ANSI Y14.5M - 1982, provides a tolerance language
that communicates to the inspector the intended functon of the product. Computer-

aided inspection pianners prepare the detailed work instructions to inspect a part.
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Stand-alone computer programs are also availabie to the inspector that aid in auto-
mated inspection code programming. One type of program offers a graphical user in-
terface that creates a plan by the concatenation of tolerance macros linked to graphi-
cai butons. Another software package will 1nput an engineering drawing Dy a stan-
dard interface, tracing, or some other manual technique, and simulate the probe path
by overlaying the connected specified measurement points over the pan-model.
While these computer aids are useful, considerable human interface time is re-
quired to use the products together, not to mention separately. There are so many
different types of informadon standards that these computer products are not connect-
able, and transiating between them is often more work than the services provided.
For exampie, many CAD systems cannot represent Geometic Dimensioning and
Tolerancing (GD&T) properly and may not even support it at all. Process planners
need both the tolerances and a 3-D representation of the part model including
surfaces and fearures: many CAD systems can only use 2-D geometric primitives.
Most process planners output a text file containing manual instuctons describing the
sequence of tolerance measurements and setup orientations. However, this
information cannot be used directly by the automated inspection software generator:
therefore, the inspector must ranslate the manual insrucdons into automated CMM

code.

Motiva
The motvaton for this thesis is to relieve the inspector from the tedious and
tme-consuming chores of inspecton planning which can be automated by the com-

puter. To reveal the needs of the inspector, the daily operatons of the QC engineers

at the 4950th Test Wing were observed. First, a manufactured product and
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engineering drawing is given to them. Hours are speat to interpret and understand
the design functon of the product as a whole, and the features within the product. If
the product is not toleranced using the GD&T standard, then damums and datum
reference frames (DRFs) must be created. An inspection strategy is created which
specifies the setups, fixturing, and DRF sequencing into the setups. The most tedious
and error-prone task is next: the placement and sequencing of inspection points into
a collision free path. This process includes applying 3-D trigonomerry with
accuracies of thousandths of an inch. Currendy, the inspectors use a hand-held
calculator to perform these calculations. Finally, the automated inspection code is
created by typing the coordinate points, tolerance values, and cryptc, hard-to-
remember CMM insgucdons into a simple word processor. This process is extremely
tedious and error-prone, yet critical, since any typographical error could send the
probe crashing into the product or CMM table. If the computer can be employed to
perform these routine but compiex tasks, thea the inspector can focus his expertise on
unique and unexpected problems that no algorithm can be programmed to foresee.

Constraints
The constraints of the RDS system for the work discussed in this thesis are: (1)

prismatic products, (2) products made from aluminum stock, and (3) execudon of the
inspection plan on a CMM with three degrees of freedom.

2.3. Previous Work

There are several bodies of literature relevant to this work: process planning,

opumizagon, collision avoidance, inspection techniques, code generation, and evalu-




adon methods. Although there is a significant amount of material in all these areas.
there is little integratdon among them. The focus of this work is to combine and inte-
grate these areas. Some of this work is paralleled in automated process planning for
manutacturing. Carniine Hayes (1990) gives many references to previous machining
planning systems.

Most of automated inspecton planning literature has been described in the aca-
demic arena. ElMaraghy and Gu (1988) have described an inspection task planning
system for CMMs. Their system is based on a feature-oriented computer-aided
modeling system which was limited to cylindrical starting stock and turned par:s.
One significant aspect of their work was the use of the ANSI Y14.5 tolerances to
govern their rule-based system. Other similar research has been done in the field of
vision-based inspecton systems. Traband and Medeiros (1988) describe a methodoi-
ogy for extractng the design informadon from a CAD system to conmol a two-di-
mensional video inspecton system.

An important part of the inspection plan is the placement of the inspecdon
points. The placement of the points to be measured must be accessible o the CMM
probe within the given setp. If the point is not accessible, the setup must be
changed. or probe extensions and other degrees of freedom of the CMM must be
unlized. Spyridi and Requicha (1990) discuss using accessibility cones to determmne
if the inspectdon points can be reached by the CMM probe.

Hopp and Lau (198S) present two aliernative control systems for generatng an
inspecton pian and then creating the CMM commands to execute the plan. The first
system uses feature decomposition on functional and tolerance features. The second
system uses geomenic decomposition to anslate surfaces directly into inspection

points.
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The [PPEX, a knowiedge-based system for dimensional inspection, performs
its inspection task based on pre-processed, solid-model geomemric information as well
as rolerance informadon (Brown, 1990 & 1983]. The output is in the form of DMIS
(Dimensional Measuring Interface Specificadon) code to operate a CMM. The major
accomplishment of the IPPEX was an expert system to determine which type of
CMM would be the best to perform an inspection plan based on the part size and in-
spection pian complexity.

Menq et al. (1991a, 1991b, 1992a, & 1992b) have developed an intelligent
planning environment for automated dimensional inspecton using CMMs. Their
system is limited to parts described by complex and sculprured surfaces within the
IBM CATIA CAD/CAM system. They excelled in developing localization aigo-
rithms to mathemancally locate the part on the CMM table prior to inspecton using
complex surface fitting. However, this method does not use the ANSI Y14.5 method
of creating a datum reference frame and then comparing the measurements to the
theoretically perfect coordinate axes it creates.

The work presented by Jeon (1990) used an artficial neural network to se-
quence the inspecton points using a Euclidean distance weight criterion. To meet in-
spection methodology standards, the sequencing was limited to a per surface basis.

One interesting industry applicaton reported using the Hopfield artificial neu-
ral network as a discrete event sequencing problem in the area of hot strip milling for
steel producdon (Kosiba, et al., 1992]. The neural network used a penaity tunction
based on steel width, hardness, and gauge as constraints to search for the mimmum
cost solution. The result was a minimal cost path that defined the sequence of steel

orders that make up the barch runs.
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2.4. Object Oriented Programming

TNL S e e g s - .. FONSNIIN L Ll A e e et an T L T
i ew A mOTIETIED P TOSTWTIL LIZ (Vi ) 30 & Livivedns G SORWAIS LiipiCdCutadvii

in which programs are organized as cooperarive collections of objects, each of which
represents an instance of some class, and whose classes are members of a hierarchy of
classes united via inheritance relationships (Booch, 1991]. Unlike conventional pro-
gramming which is built upon algorithms, OOP is built upon objects. These objects
are created from instantations of classes. Classes are defined in an inheritance stuc-
ture, where a sub-class can inherit properties from its super-class. At the very top of
the inheritance chain is usually a class called 2 primitive, which is a pre-defined class
that is a standard with the particular software implementation.

As a simple example, consider an object instance called game-ball that rep-
resents a soccer ball used for games only. This object instance can be associated with
(instandated from) sub-class soccer-ball which has properties size, stitch-
ing, and color. Other instances of this same sub-class soccer-ball couid be
practice-ball or loaner-ball. The differentating feamres among the in-
stances are the values of their properdes (or slots) when the object instance was cre-
ated. The sub-class soccer-pall would inherit atributes from its super-class
ball, having properdes air-inflation-pressure and material. The

class ball is defined from the primidve class sphere with property radius.
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Figure 4. Class hicrarchy illustration.

2.5. Features

The quest for compietely automated process planning systems has exposed the
lack of techniques capable of automaticaily understanding the stored CAD modeis in
a manner suitable for process planning [Joshi and Chang, 1990]. Traditional CAD
systems enhance product design simply by automating the drafting process. They
operate at a low level in terms of product representation, i.c., the design information
is represented in terms of geomerric and topological primitives: points, lines, sur-
faces. erc. The part description in a 3-D CAD model (paramerric surfaces and
boundary representation) is in a form unsuitable for direct application to process
planning. Therefore, many process planners have to interpres the CAD information
using a feature-recognition pre-processor to convert it to meaningful manufacturing

or inspection process information.




6

The approach of this research is to eliminate the ambiguites berween computer
assistance programs that have required the use of the manual oanslation or automatc
pre-processing before the process planner can be udlized. The use of features within
the CAD system and process pianning ot CIM/CAI can provide a common language
among them. The features can propagate not only geomeny, but also design intent,
functionality, and other part expectancies from the designer to the manufacturer and
inspector. Integrating the process planner to CAD using the feature paradigm in-
volves a feature-transiator that uses rules to map the feamures through the interfaces.

A fearure has been defined in many ways. One definition is “computer repre-
sentable data relating to functional requirements, manufacturing [or inspection] proc-
ess, or physical properties of design” [Joshi and Chang, 1990). The most common
features, representing geometrical design, include through holes, blind holes, edge
cuts, pockets, ribs, etc. (Figure 2 on page 7). Negative features are defined to consist
of negative volume, or they take away material from their artachment fearure or sub-
feature. A hole is an example of a negative feanure. Positive feamres are defined to
consist of positive volume, or they add material to their attachment fearure or sub-
feature. A rib is an exampie of a negative fearure.

Another type of feature represents the GD&T tolerances which are antached to
other features and surfaces (Figure 3 on page 8). The combinations of design and
tolerance fearures create inspection features which represent the finite elements of the

inspecton pian.
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2.6. Concurrent Engineering

Concurrent engineering (sometimes called simuitaneous engineering or life cy-
cle engineering) involves the simuitaneous consideradon of product, function, design,
materials, manufacturing processes, and cost, taking into account later-stage consid-
erations such as testability, serviceability, qualiry, reliability, and redesign (Young, et
al., 1992]. Concurrent engineering involves the considerarion of all aspects of proper
creation and life-duration of the product as early as possible — the design stage.

This is especially important in small batch manufacturing and quality control opera-
dons since it is at the design stage that the life cycle requirements are defined. The
decisions of the designer affect every aspect of the successful creadon of that prod-
uct.

~ The United States has a reputation that concurrens engineering techniques are
generally not well performed (Young, et ai., 1992). It has been suggested (with
tongue in cheek) that the designer “throws the plans over the wall” to the
manufacturer who changes much of the design's tolerances when it is discovered that
they cannot be met. The manufacturer then “throws the part and the designs over the
wall” to the inspector who discovers that many of the tolerances were not met, and
the part must be reworked. The result is an unnecessary increase of work, cost. and
time accurusisting into the product.

There axe 2 number of techniques and systems that support concurrent engi-
neering by advising designers on aspects that reduce life cycie probiems. These in-
clude design teams, design handbooks, checklists and sauctured procedures. manu-
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facturing (and inspection) simulation and process planning, and the use of expert
systems [Young, et al., 1992].

[n the RDS, concurrent engineering is accomplished through the use of fea-
tures as the keys to the expert systems. The fearures have knowledge about them-
selves, i.e., they have rules on how they are 1o be manufactured, inspected, and inter-
relate with one another. Therefore, rules and constraints of the manufacturing and in-
spection disciplines can be attached to the design and tolerance feanmes in the FBDE
to provide the designer with knowledge that would not normally be known. For ex-
ample, a hole feature is placed onto the starting block by the designer. The designer
will be warned that a constraint has been violated if he makes the heightradius ratio
too large, which causes the machining drill to chatter. The solution is a wider,
shorter, or tapered hole. Accordingly, if a darum reference frame is created with the
tertiary surface having much more surface area than the secondary surface, the de-
signer will be warned that the opposite situation is desirabie for optimum inspection.

Another aspect of concurrent engineering that is not covered in this research is
the use of the EAM. Problems and solutions encountered in the manufacturing or in-
spection arena are stored with the part model at the time of occurrence. Then, ata
later date when a similar part is inoduced into the RDS by the designer, that weaith

of past experience is available to the designer.




Chapter 3
Quality Assurance

I don'’t have to be what you want me to be.
- Muhammad Ali

The importance of quality control has been heightened in recent tmes by the
increasing precision of manufacmring. The traditional approaches to dimensional in-
spection have become the bottieneck of the producton line. (Mengq, et al, 1992a]. As
a resuit. quality controi has evolved from 2 wade to become its own field of study and
has received recognition as a separate discipline within the science and engineering
comﬁ;uniﬁcs. New dimensioning and tolerance schemes, through the application of
ANSI standards. have defined a more universal method of defining and communicar-
ing engineering intent (Brown, 1983]. Measurement methods have evolved from
manual funcdonal gaging into highly sensitive probing sensors and magnification
opdcal systems. These technologies have now progressed from manuaily driven
procedures into automated probing robots and vision systems with feanre

recognigon.

3.1. Geometric Dimensioning and Tolerancing

GD&T is a means of dimensioning and tolerancing a drawing with respect to

the actual function or relationship of part features which can be produced most eco-
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nomically [Foster, 1986]. The key words are function and relarionship. GD&T is a
system of building blocks designed to make explicit tolerance requirements that oth-
erwise would be interpreted only by implicadon. GD&T provides the designer with a
clear way of expressing design intent and part requirements by providing 2 relation-
ship berween the wieranced feature and the darum features for the evaluadon of the
inspection measurements. This, in tum, allows the inspector to choose the proper co-
ordinate frame in which to inspect the part, resuliting in greater evaluaton accuracy.

GD&T was created in the 1950s to avoid measmment'ambigmty at its source
— when the drawings are made and the tolerances are set. It was designed as a stan-
dard to help the inspectors understand and interpret the designers' meanings behind
the tolerances so that the product can be properiy inspected. This enhanced dialog
among the designers, manufacrurers. and inspectors was to help overcome the typical
producton procedure of *“‘throwing the drawings over the wall” for the next group to
oy and interpret. GD&T can be considered in the same sense as a programmer pro-
viding comments as he develops software so that the software engineer who main-
tains the code (and other developers) has informadon in addidon to just the code it-
seif in order to understand what functions the code is supposed to perform.

This secdon will discuss the tolerances of GD&T, grouped together by the type
of feature from which they are called. Table ! shows the thirteen GD&T characteris-
acs and symbols.




Table 1. Geometric Dimensioning and Tolerancing characterisacs and symbols.

Type of fearure | Type of toler- | Characteristc Symbol
| ance { ]

Individual Form
Individual or Profile
related

QOrientadon
Related
(datum reference | Locanon
required)

Runout

Basic Di )

A basic dimension is 2 numerical value used to describe the theoretcally exact
size, profile, orientadon. or locaton of a fearure target. [t has no tolerance placed on
it, since it is from the basic dimensions that permissible variadons are established
throughout the part. They are identdfied by the word BASIC, the abbreviadon 25C, or

placed within a box.




Figure 5. Basic dimension callout

Marerial Condision Modif

One of most important aspects of GD&T is the material condition modifiers.
These modifiers can be used only on features of size such as holes, shafts, pins, and
slots, as opposed to surface feamres. A modifier aiters the toierance zone of a toier-
ance callout depending on the feature's actual manufactured size versus its theoretical

The most common material condition modifier is the Maximum Material
Condidon (MMC, @). This condition occurs when the feature of size has been
manufactured at the largest or smallest allowabie toleranced size which resuits in the
maximum material stock remaining. Therefore, a hole at MMC will be the smailest
allowable size within tolerance (minimum diameter), while a boss at MMC will be
the largest allowable size within tolerance (maximum diameter). This principle
permits a relaxed tolerance value (cailed “bonus” tolerance) as part feature sizes vary
from the allowable MMC and still ensures proper feature funcdonality. At MMC,
fearures are at their “tightest” tolerance; a hole is at its smallest, and a boss is at its
largest. As these fearres drift from MMC — a hole gets a lirtle larger and a boss

gets a lile smaller — there is more “play” at the location of the fearure, so the toier-




ance zones are allowed to increase by the additon of the bonus tolerance, yet provide
proper functional requirements. The amount of bonus tolerance awarded is equal to
the distance that the feature drifts from MMC. This is one of the fundamental
principles on which GL&T is based.

Figure 6 illustrates MMC and the bonus tolennge condidon with a plate and its
mating part. Figure 6(b) shows how the bonus tolerance of the hole that drifts from
MMC allows the positon of the hole to vary and still properly connect with its mat-

ing part.

(a) piste (top view) (b) plste (Section A-A)

Figure 6. Bonus tolerances provide greater functon flexibility.

MMC is one of three material condition modifiers. The others are Least
Material Condidon (LMC, ®) and Regardless of Fearures Size (RFS, ®). LMC aiso
awards bonus tolerance like MMC, only in the opposite fashion. If the feamre of size
drifts from the least amount of material stock under the allowabie tolerance range,
then the bonus is awarded. RFS does not allow any bonus tolerances, and the toler-

ance value is constant regardless of manuractured feature size.




Damums

The tolerances in GD&T are referenced with respect to damums. A dammiis a.
theoretically exact point, axis, or plane created from the tue geometric measurements
of the damum callout feature. The datums define the origin and coordinate reference
frame axes from which the location or geometric characteristics of the fearures of a
part are evaluated. Being theoretically exact means that all the surface and feamure in-
accuracies from machining, warping, etc. are inherent in the darum. This is why re-
lational tolerancing is stressed so highly in GD&T. The tolerance evaluations are
based on the their reiationship to the datum fearures, e.g., what feature the part will
rest upon, what axis the part will spin around, or what flange a pocket will mate with
in assembly.

-B-
or This surface is dstum B

Figure 7. Damm callout.

Damm Reference Frame

The darum reference frame (DRF) is composed of three mutually perpendicular
datums. Selection of the datums is made by the functional importance of the fearures
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and their reladonship to the datums. How the product is constrained. whether fixed
or in moton, during normal operaton determines the darums.

For the datum planes to be in theoretically perfect normality in an imperfect
manufacruring environment, the 3-2-1 conventon is used. This refers to a mathe-
matical formula which requires three points on the primary damum (usually the restng
surface), two inspection points on the secondary damm, and one point on the tertiary
damum (Figure 8). Since three non-collinear points are required to make a piane, each
least significant darum uses points from the more significant darums to ensure per-
pendicularity. More technically defined, the 3-2-1 conventon is a systemartic method
of constraining the degrees of freedom of the inspected object. The datums are typi-
cally surfaces but can aiso be axes of the part geomeny.

six degrees of freedom

primary
?ottomvimS left view: 2 back view: |
nighest poirts highest points highest point

Figure 8. Creation of datum reference frame using 3-2-1 conventon to re-
move all degrees of freedom from the part model.
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Independent Feamres

An independent feamre is a single surface, element, or size feature which re-
lates to a perfect geometric counterpart, or theoretically perfect copy, of itself as the
desired form. There are no damm references used with these tolerances, which in-
clude straighmess (—), flamess (2), circularity (O), and cylindricity (A).

Straighmess is a condidon in which an element of a surface or an axisisin a
straight line. The swraighmess wlerance defines two different tolerance zones, de-
pending on the feature called from. Surface saighmess defines two parallel lines,
distanced apart by the tolerance value, that the surface element must lie between.

Axis straighmess defines a cylindrical tolerance zone for the axis to lie within.

Surface straightness Axis straightnese
| 52
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Figure 9. Straightess toierance callout and meaning.

Flamness is the condidon of a surface having all elements in one plane. The
flamess tolerance specifies a toierance zone confined by two parallel planes within
which the endre surface must lie. The tolerance may also be used for a specified area
of a surface, rather than the endre surface.
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Figure 10. Flamess tolerance callout and meaning.

Circulariry is the conditon on a surface of revolution where all points of any
given cross secton, taken perpendicular to the axis of a cylinder or cone or through
the common center of a sphere, are equidistant from that center. The tolerance zone

is bounded by two concentric circles within which the actual surface must lie.

Figure 11. Circularity tolerance callout and meaning.

Cylindricizy is the condition of a surface of revolution in which all points of the
surface are equidistant from a common axis. The tolerance zone is bounded by two
concentric cylinders within which the tblemced surface must lie. The cylindricity
tolerance simuitaneously congols circularity, sraightness, and parallelism of the
elements of the cylindrical surface, since it covers both circular and longitudinal ele-

ments of the toleranced surface at the same Gme.
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Figure 12. Cylindricity tolerance callout and meaning.

Related features

A related feature is a single surface, element, or size fearure which refates to a
damm, or datums, in form and/or orientation. A datum or datum reference frame
must be included in the featre control frame. Related orientation tolerances include
perpendicularity (1), parallelism (//), angularity (£). Related location tolerances in-
clude positon () and concearricity (O).

. Perpendicularity (also called squareness or normality) is the condition of a sur-
face, median plane, or axis which forms exactdly a 90° angle to a datum piane or axis.
The tolerance zone for a toleranced surface is created by two parallel surfaces that are
perpendicular to the darum surface within which the tolerance surface or median
plane must lie. The tolerance zone for a toleranced axis is created by a cylinder

perpendicular to the datum plane within which the toleranced axis must lie.
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Callout: Mesning:
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Figure 13. Perpendicularity tolerance (surface) callout and meaning.

Parallelism is the condidon of a surface or axis which is equidistant at all
points from a datum plane or axis. When a surface is toleranced, the tolerance zone
is defined by two planes parallel to the datum plane between which the toleranced
plane must lie. When an axis is toleranced. the tolerance zone is defined by a cylin-

drical tolerance parallel to the datum axis within which the toleranced axis must lie.

Callout: Mesning:
! +300 \“/ -
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Figure 14. Parallei tolerance cailout and meaning.




Angulariry is the conditon of a surface, axis, or median plane which forms a
specified angie (other than 90°) from the datum feature. The tolerance zone is cre-
ated by two parallel planes distanced by the tolerance value, inclined at the specified

angle from the datum piane or axis, and within which the toleranced fearure must lie.
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Figure 15. Angulariry tolerance callout and meaning.

Locauon toierances state the permissibie variation in the specified location of a
feature in reladon to some other fearure or darum. They define a zone within which a
centér, axis, or center piane of a fearure is permited to vary from true position.
Location tolerances include position () and cylindricity (©).

True Position describes the exact locaton of a point, line, or plane of a fearure
in relationship to a darum reference or other feature. The position tolerance zone is
the total permissible variation in the location of a fearure from its true positdon. For
cylindricai features (holes and bosses), the tolerance zone is a cylinder whose diame-
ter is the tolerance value and within which the axis must lie. For other fearures, ie.,
slots, pockets, etc.. the toierance zone is two parallel pianes separated by the true
position tolerance value, within which the surface or center plane must lie.

In comparison to the conventional t tolerance method. GD&T's use of positon

tolerancing provides some great advantages. First, the tolerance zones are measured




from the darums that are funcaonally relevant, not from a convenient origin as with
many coordinate tolerance drawings. These datums are represented in the Datum
Reference Frame (DKRF), which determines the coordinate axes frame in which the
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assembled. Second, the tolerance zone is more accurate and actually larger. Fora
toleranced axis, the tolerance zone is cylindrical, not square; this provides an area in-

crease of 57%, and that is without any bonus tolerances!

fl’—-x- Ld-x

Figure 16. GD&T provides a greater wlerance area with a circular tolerance zone.

'When a material condition modifier is placed in the fearure control frame of the
positon tolerance, fearure size and locadon are interdependent. Bonus tolerance will
be added when the fearure's size varies from the specified material condition modi-

fier.

Figure 17. Bonus tolerances applied to the material condition modifiers.
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Conceniricity is the conditon in which the axis of all cross-sectonal elements
of a fearure's surface of revolution are common to the axis of a darum feature. The
tolerance zone is a cylinder with the diameter of the tolerance value within which the
axis must lie.

Callout: Meaning:
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Figure 18. Concentricity tolerance callout and meaning.

3.2. Computer-controlled Inspection

A number of different technologies have been developed to automate the in-
specton process. The most popuiar have been vision systems and coordinate meas-
urement machines (CMMs) which are beginning to be used extensively in industry
for automatic dimensional inspectdon of products {Etesami and Qiao. 1989]. The
CMM has become very popuiar due to new technoiogies increasing its speed and ac-
curacy, allowing more than 60 measurements per minute with accuracies to 0.00001
inch. Therefore, the new challenges surrounding CMMs are not seen in the act of
dara rewrieval, but rather the planning before and after data acquisition and remieval
— where 10 take the inspection measurements. how to sequence the inspectons for

efficiency, and how to evaluate them once they are taken.
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A CMM can be regarded as a Cartesian robot whose end-effector is a contact
probing system (Figure 19). Its task is to perform dimensional measuring by touch-
ing the surfaces of a located workpiece and reporting an accurate location based on a
predetermined origin. The original CMMs were manuaily operated, dispiaying onc
measurement at 2 time. Today's CMMSs are computer-controlled and driven by pro-
grams written with software languages that represent an eatire workpiece inspection.
Many of the computer controllers will also evaluate the measurement data and answer
“yes/no” as to whether the part is within tolerance.

As is the case with any new technology, there are both advantages and disad-
vantages. CMMs have produced tme and labor savings by replacing some classical
approaches such as open set-up and hand-tool dimensional inspection techniques
which are costly, inherendy slow, less accurate, and subject to inspector error. The
primary benefits of the CMM are its reduced setup time, greater accuracy, depend-
ability and repeamability, and automatic operadon. However, CMMs are initially very
expensive. Even after a significant amount of use, CMMs require a skilled pro-
grammer with a quantity of tme allocated for each job. A shop with many small lots
may not see a time benefit from the CMM due to the programming and process
planning time required.
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coordingte measurment machine (CMM)

Figure 19. Coordinate measurement machine.

3.3. Automated Inspection

The inspection toois mentoned above, GD&T and CMMs, have enhanced the
ability of the Qualiry Assurance engineer 1o inspect manufactured products.
However, the tools have introduced their own problems that must be solved. First, a
new dimension has been added to creating the process plan. Not only must the toler-
ances be measured correcty, but measurement instructions must be wanslated into
CMM instruction code to automadgcally inspect the product efficiently and safely.

Second, the two tools are not coilaboraung, i.c., one is not complementary to

the other. GD&T is based on hard gaging, a technique that uses surrace piates. piugs,
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gage pins, perpendiculars, functional gages, eic. CMMSs do not measure in the same
way as these hard gages do, and therefore produce different results. CMMs measure
by singie-point measurements and a mathematical averaging to create virwal feawres.
Foi examipic, a CVIM AUl @RASUNT Uuee pusd Cfi @ JAuil suliace. A MaliemadCal
algorithm will take those three points and construct the normal for 2 virwal piane
which will represent the actual darum from which all other measurements will be
compared. Unless the three measured points were the highest three points on the ac-
wal surface, the virtual plane is going to be incorrect both in position and orientation.
A surface plate is guaranteed to pick up the highest three points that will become the
damum.

Two approaches can be applied to overcome this deficiency and “marry” the
two techniques together. In the first approach, the CMM is used to meet hard gaging
requirements of GD&T. For example, the inspector would use a gage pin or surface
plate, and then measure the inspection points from the gage using the CMM.
However, the extensive user time involved would defeat the speed of the computer-
conuolled CMM, and other cheaper machines could be used.

In the second approach, the GD&T standard is enhanced so that the benefits of
the computer-contolled CMM can be realized. A Y14 Ad Hoc Mathemarizatgon
Committee and the ANSI/ASME B89.3.2 commitee have been esmablished. These
committees are working on “mathemarizing” the current Y 14.5 standard (Schreiber.
1990). This task includes establishing unambiguous mathematical definitions of tol-
eranr:-g and sampling procedures based on features and processes.

To illustrate, the diameter of a hole feature should be measured differently than
the diameter of a boss feature because each feature has a different funcdon. Fora

hole, the minimum inscribed radius is desired because a matng boss has to fit into it
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and can only be as large as the minimal radial separation. Using a hard gage will
autommatically provide this value. For a boss, the maximum circumscribed radius 1s
desired. However, most CMMSs now use a least squares averaging algorithm for both

features, which can even be viewed as functonaily incorrect.

Figure 20. Three different evaluaton results based on the same inspection points.




Chapter 4

Inspection Planning and Evaluation
Module

Nothing is so commonplace
as to wish to be remarkable
- Oliver Wendell Holmes

Process planning is defined as the act of preparing a detailed plan for the pro-
duction (i.c., manufacturing, inspection) of a part or assembly [Brown, 1983].
Process planning requires a significant amount of both time and experience.
~ According to an Air Force study, a typical process planner is a person over 40 years
of age with significant experience in a machine shop (Chang and Wysk, 1985]. Most
experts agree that process planning is not an exact science, but is more of an art
gained from years of experience. The automation of process planning would provide
significant aid to the job shop. With automated process planning, the learning curve
of new engineers/technicians could be shortened and their productivity could be in-
creased. The experienced process planners couid focus their attention onto the
unique problems that arise, allowing the automated system to plan for the roudne
recurrent operatgons. According to Chang and Wysk (1985), the advantages of
computer-aided process planning are:

« It can reduce the skill required of a pianner.
« [t can reduce the process planning time.

A ]

(Y]




It can reduce both process planning and [inspecton] costs.
[t can create more consistent plans.

It can produce more accurate plans.

[t can increase producuvity.

A parallel to inspection, automated manufacturing planning systems have re-
ceived much attenton from research and industry over the past 20 years (Westhoven,
1991]. Hayes (1990) names 22 automated manufacturing process planners.
However, automated process planning for inspection is relatvely new [Traband and
Medeiros, 1988]. Brown (1983) describes three automated inspection systems and
also states thar “{dJocumented efforts toward automating computer aided process
planning for inspection have been few, especially in comparison to the CAPP efforts
directed toward manufacturing the part.”

An inspection process plan would include the detailed sequence of events to
successfully satsfy inspection evaiuation. These events include:
describe part orientations to access inspection points
locate part on inspection table (create part-model coordinate frame)
inspect and create DRF coordinate frame
inspect feature tolerances using proper methods for toierance cailout
evaluate measurements

report results to the human inspector
prepare for the next measurement in an efficient and safe manner

The events can be in the form of printed instructdons for manual inspection, or the
form of code that can be executed by automated inspection equipment to perform the
inspection plan [Merat, et al., 1991].

IPEM Overview
The IPEM can be described by two parts: the process planner and the CMM

code generator. The inspecton planner mansiates the design/tolerance feature combi-

nations and part-model geomerry into a suitable form for the code generator. Section
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4.1 describes the work of the [PEM research team on the process planner. Secuons
4.2 and 4.3 describe the individual work accomplished that created this thes's: the
automated CMM code generator. This includes three main efforts:

1. an ardficial neural network to ensure an inteiligent scheduling or measure-
ment points based on a set of inspection rule criteria (section 4.2.2),

2. a collision avoidance algorithm using computationally efficient path-gen-
eration methods (secton 4.3.2), and

3. the inspection plan translation into CMM code, structured into a format
the inspector can understand and interpret easily (section 4.3.4).

Figure 21 diagrams the algorithm of the IPEM. The boxes with the black shadow,
rather than gray, are the areas of individual effort accomplished for this thesis.
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inspection pian in acceesibility tests and creste MR
setup-ORF-MR hierarchy .
v
schedule point (mm r
'm.mmp‘: using ! Miosiirdel ;‘m generate CMM cade
ingpection rulc based using computstionally . '"‘"'m' e
criteria efficient sigorithms inepection pisnring

Figure 21. [PEM algorithm.




4.1. Automated Inspection Process Planning

The function of the automated process pianner in the [PEM is to input the de-
sign features, consisting of geometry and tolerance feamres, and to output an inspec-
ton plan representation which serves as a template for the final inspection plan form
— CMM code. The ourput plan is defined by a set of hierarchical structures consist-
ing of serup;/darum reference frame/tolerance measurement objects. This structure
characterizes the GD&T standard sequence of events to take place in the inspection
process. This sequence includes four main operadons:

« orient and locate part in proper setup
« create virtual coordinate frame

o measure tolerances

« evaluate measurements

The process of creating this sequence of events to inspect the workpiece is called in-
spection plan sequencing throughout this work.

4.1.1. CAD Feature Translation

This thesis has emphasized the importance of feamres used not only as geome-
Ty representation, but also as the common link berween the different engineering
modules. Within the FBDE, new tolerance features are checked by constraint man-
agers for appropriateness as defined by GD&T convention. For exampie, a circular-
ity tolerance feamure cannot be piaced on a pocket design feanme. A conswraint
violation is defined consistng of ‘Y™ for appropriate, “NS” for non-standard but
acceptable. and “NA” for not appropriate. Presendy, the designer can override the

constraint violadons and place any tolerance on any design fearure.
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Table 2. Allowabie design/olerance feature combinanons within the [PEM.

Desien — | Blind/ | Boss | Pocker | Throuer | Open | Edge | Rib ' Suraze)
Through Slot Step Cu
Tolerance { Hole
gm—

The [PEM process planner begins by accessing design and tolerance informa-
don created in the FBDE and represented as feamres. The design/tolerance fearure
co:ﬁbinations are checked for current implementaton. Since the [PEM is a research
project, not everything is complete. Combinations that have not yet been imple-
mented are sumply noted to the user as incomplete.

Feawre wansladon takes the combinaton of a tolerance feature and the design
feature from which it is called and creates the inspecgon features. This first type of
inspection feature is referred to as “inspecunon plan fragment” objects (IPFs). IPFs
signify a segment of the total inspection plan. This Tanslation is unique in that it is
the only feawre translation within the [PEM that has a 1:1 rado, i.e., each de-
sign/toleranice combinadon is oanslated into exactly one IPF.

The next task is to determine what surfaces the design/tolerance feature combi-
nauon requires to be measured. Since features have muidple surfaces, a different set

of surfaces will need to be measured depending on the tolerance callout (Figure 22).
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Inspecton rules operate upon the IPF objects to specify the actual surface(s) to be
measured. This operation creates a new inspection feamre called the “measurement

request” (MR).

blind hole design feature

surface to be

inspected

position tolerance callout flatness tolerance callout

Figure 22. Each design/tolerance feature combination specifies a set of sur-
faces to be measured.

The wansladon of an IPF to an MR is not a 1:]1 transiadon because there may
be more than one tolerance per surface. When this occurs, the measurement points
from-one tolerance can often be used in a different mathemartical interpretation to
evaluate a different tolerance. For example, a datum piane could aiso have a flatmess
tolerance callout. The planar surface has two IPFs, i.e., two different tolerances (the
datum and the flamess). The inspecton plan needs only one measurement request
but two evaluation requests since the same inspecton points measured for the datum
pian can be used for the flamess tolerance. This eliminates any redundant measure-
ments of surfaces.

The MR is the fearure class that will be extensively used by the IPEM for in-
spection process planning. This class is broken down into two types of MRs: inde-
pendent (MR;) and related (MR,). MR;s contain independent tolerances and MRss
contain related tolerances. i.e., tolerances dependent upon datums or a DRF (secton

3.1). Knowledge rules generare the inspection plan by sequencing, opumizing, and
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translanng the MRs based upon 3-D geomegic reasoning, inspection rules, and Al

heurisucs.

4.1.2. Stracture Setug and Pre-plan Gecmetric Reasoning

Once the MRs are created from design and tolerance feanre ranslations, the
IPEM can begin 10 pian for the inspection plan sequencing. The inspection pian
structure is represented by the sequence hierarchy of semp-DRF-MR. This notation
refers to setup objects as parents of DRF objects, which are parents of MR objects.
Using the CLOS class paradigm allows inheritance of properties from parent to child.
For example, the inspection points of the child MR inherit the roration marrix from a
property within the serup parent which properiy orients the points within that setup.

Figure 23. Inspecton plan hierarchy.




The Setup Object

The serup object describes the orientation of the workpiece on the CMM wble.
It contains two important eiements: the resting surface of the workpiece, and the ori-
entation informadon, described by the angies needed to roate the workpiece from the
designer’s original orientation used in the CAD system into the orientation of the
setup. The angles create the rotation matrix, R. They are defined by a mathematical
standard procedure for graphical rotations to piace an object into an arbitrary orienta-
don. The procedure is similar to Euler's angles or roll-pitch-yaw angles which con-
dense the rotation marrix into independent variables only by removing redundant
informadon. The rotaton matrix is then defined by an algorithm performed on the
independent variables. In the procedure used by this research, the rotation marrix is
defined by:

R(0,0,y)= R, ()R (0)R~(w) (4.1)

where the individual rotatons are:

[0 0 5]

R,(9)={ 0 1 0! 4.2)
0 0 4]
1 0 0]

R.(8)={0 cq —sgi (4.3)
0 s9 <]

R.Aw)J sy cy O (4.4)
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with shorthand notations cx = cos(x) and sy = sin(x). Since mamix muitplicanon is
not commutative, the matrices must be multiplied in the order of equation (4.1).

Pre-derined functdons make this easy tc do in LISP. For example, to create a point,

B v se ey - : e . P e e tme - - S, - —— e . T vTe™
32, .2 the nev sip .vordinate Sam. wikk lagiel ), ., 5, ZTom Uie plial g, the LD

code would be:

(secf ry (calculate-rotation-matrix 0.0 y 0.0))
(setf rx (calculate-rotation-martrix x 0.0 0.0))
(setf rz (calculate-rotation-matrix 0.0 0.0 z))
(setf x2 (multiply-vector-and-matrix xl1 ry))
(setf x2 (multiply-vector-and-matrix x2 rx))
(setf x2 (multiply-vector-and-matrix x2 rz))

Figure 24 shows how coordinate frame xyz is rotated into its setup orientaton
by three ordered rotadons about the axes y, x', and z''. Each rotation represents one

element of the R marrix.

Rgtation about y axie by angle ¢ Rotation about X' ads by sngie 6 Racation sbout 2° sxis by sngle ¢
= &,(9) = &,(8) = &;W)

AD

=

»y

Figure 24. Three consecutive axes rotarons.

The Dam Reference Fame Object
The DRF object describes a virmai coordinate frame in its parent setp object.
The coordinate frame is defined by the GD&T 3-2-1 convendon of three mutaily




perpendicular datums (Figure 8 on page 25). Therefore, the MRs of the three darums
are contained in the DRF object. The DRF type is also stored as a property. DRF
type is the concatenaton of the three datum types, which refers to whether the darum
1s a plane or axis, represented as P or A, respectively. The most common DRF type
is PPP, three planes. Another common type is PAP or PPA, where an axis and two
planes constrain the part to zero degrees of freedom. This information is used by the
output code generator to determine where the origin lies. If the DRF is of type PPP,
then the origin is the intersection point of the three planes; otherwise, an algorithm
must be used based on the positdon of the axis datum (section 4.3.2).

PAP or PPA type of DRF

Figure 25. Damm creation within a DRF that contains an axis damum.

The Measyrement Request Object
As described above, the MR inspection fearure is ranslated from the design and
tolerance feature combinations of the FBDE via the IPF. Obviously, the properties of
the MR contain the tolerance and fearure types and the set of surtaces to be measured.
However, before inspection pian sequencing can occur (determining the proper work-

piece orientations and tolerance sequence within the inspection plan), more geometry
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informarion is needed. First, inspection rules place measurement points on the toler-
anced surfaces. The rules determine how many points and what constraints are re-
quired to properly evaluate the design/tolerance fearure combination of the MR
(Table 3). For exampie, to create a datum, at least tree non-cCoilinear points must be
measured.

Tabile 3. Inspecton point constraints on placement based on

design/tolerance feature combinatons.
Design Tolerance Nurmber of Constraints”
fearure feature points (min, defauir)
(tain, default)

(b/t) hole perp. L 3.4 bi-plane, mi-plane-120

cire. O 34 planar, planar-120
surface perp. L 3,5 non-collinear

primary datum | 3 non-collinear, RHRup

* Not ail of the constraat options are inplamentad yer

Pre-plan G ic R :

The goal of the pre-plan geomemric reasoning is to create ail the allowable
seup-DRF-MR object combinations, and then use Al heuristic searches to remove
the redundant measurement souctures. The approach is first to create the set of all
possible setup objects, then to place the MRs into their proper DRF object, and
finally to place the DRF-MR structure into each allowable setup object based on in-
spection point visibiliry.

An extensive amount of geomeuic reasoning is used to prepare for setup object

instantation. The setup objects are instantiated from the stable surfaces of the part.




The stable surfaces are a sub-set of the exterior surfaces. The exterior surfaces are
distinguished from all other types of surfaces of the solid part-model by two tests.
The first test determines a surface is planar by checking for constant normals across
the surface. Then offset surfaces are creared on each side of the pianar surface and
“grown’” within their plane to values greater than the known maximum dimeasions of
the part-model. If one of the offset surfaces does not intersect the part model, the
original surface is determined as the external surface.

One “growm" offset piane does
Both "grown’ offset NOT intersect the part-model.
pianes intersect The surface is external.

Surface under considerstion

Figure 26. Growing offser surfaces to determine for intemal or external starus.

The external surfaces then are the candidates for resting surtaces of a possible
part setup orientation. A stability test using a convex-hull algorithm [Preparata and
Hong, 1977] selects which exterior surfaces can support the workpiece without the
use of fixtures. Since fixtures require extra ume and effort, make it hard to produce
repearability, and pose special threats in the form of probe collision problems. the
stable resung surfaces are preferable to the inspector.
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Figure 27. Convex hull resuits.

Creating the Semp-DRE-MR Obi

Each stable resting surface corresponds o one setup instantiation. The serup
object is populated with the proper semp orientation marmrix and stabile restung surtace.

Two GD&T guidelines are used o create the proper DRF-MR stucuures.

Since the MRy (MR with related tolerance) is defined by GD&T to be inspected in its
DRF coordinate frame. the MR, object is simply placed into the slot of the DRF
specified from its related tolerance callour. However, the MR; can be measured in
any coordinate frame; therefore, they are placed initially into every DRF.

The DRF-MR structures are now added to any appropriate setup object. The
seup-DRF-MR structure is deemed appropriate by testing for inspectability, meaning
that the measurement points on the surface to be inspected can be reached safely by
the CMM probe with the part in its setup orientation. The inspectabiliry criterion is

determined by a two-fold test: visibility and accessibility.




offset plane

Vigibility Checic Acceseibility
2-D line Probe Geometry and Dimensions

Figure 28. Visibility and accessibility tests piace each inspection point into a
setup orientaton.

Visibility precedes the accessibility test since it is less computationally expen-
sive. Visibility checks for a collision-free 2-D line originating at the inspection point,
proceeding in the direction of the resting surface normal, and terminating at the off-
set-plane safely above the part. The point is determined to be visible if the 2-D line
does not intersect the part-model. If the inspection point is visible, i.e., the visibility
test returns oue, then the accessibility test is executed. Acmal CMM probe geometry
and dimensions are used to check for possible probe head collisions (intersecrions)
with the part-mode]l when making the measurement. If all inspection points within an
MR pass both visibility and accessibility tests, then that MR is placed in the sewp.

4.1.3. Plan Sequencing

In a generic sense, inspecton plan sequencing determines the setup orientations
within the inspection p.an and the DRF ordering within the setups. In a specific
sense, inspection pian sequencing reduces the set of redundant serap-DRF-MR sauc-




31

tures into a concise, unique inspection plan. The goal is to minimize the number of
setups, since each new orientation requires inspector interaction in parn relocaton and
possibie fixturing.

The plan sequencer consists of two sub-processes: ordering setups, and order-
ing MRs within a setup. This two-step sequencing is analogous to a giobal ordering
and a local ordering, respectively. In globai ordering, the goal is to find the mini-
mum number of serups for compiete inspection of the workpiece. The algorithm
searches for and begins with the sep object containing the largest number of MRs
in its serup-DRF-MR swucture. All identical MRs from the other setup objects are
then eliminated from their duplicate setp objects. This process will result in some
sewups losing all their MRs, and thus that entire emprty setup-DRF-MR stucnire is
eliminated from the original ser. The setup with the next largest number of total MRs
is chosen and the process is repeated untl no redundant MRs exist in the setup-DRF-
MR structures. At the conciusion of this process, the inspection plan contains the
minimum number of setups with no redundant measurements.

Local ordering involves proper sequencing of DRFs within each setup based on
tolerance relationships to darums. The presence of related datums in the definidon of
the DRF establishes the sequencing criteria. For example, a PAP (plane, axis, plane)
DREF type will often have a position callout of the secondary axis damm which is re-
lated to a PPP DRF also in that semup. Therefore, according inspection technique
logic, the PAP and its related axis darum must be measured after the PPP DRF upon
which it is dependent.

The result and output of the inspecton plan sequencer is an inspection plan
representation consisting of a minimized number of setups with stabie resting sur-

faces, proper sequencing of dependent tolerances, and eliminated redundant tolerance




measurements. The next step is to Translate this inspecton plan representagon into
commands for the CMM probe mave! and measurement evaluadon to determine if the
workpiece has been manufactured within tolerance.

4.2. Intelligent Scheduling Optimization

The previous section discussed how the IPEM creates the inspecton plan by
first creatng the set of all allowable setup-DRF-MR structures using two measure-
ment point criteria: visibility and accessibility. Heuristic algorithms then remove the
redundant MRs and sequence the remaining MRs within the DRF objects according
to their datum dependencies. Notce that the criteria for ordering the MRs within the
DREFs and the inspecton points within the MRS is a singular criterion based upon ori-
entagon only; reladve positon is not considered. In addition, the measurement points
are positioned on the tolerance surface randomly, with constraints testing the validity
of Lh'e placement (Tabie 3 on page 47). Theresore, the order of points within the
current inspection plan representation has absolutely no meaning! The next task of
the [IPEM optdmizes the path tajectory of the CVMIM probe by ordering the oifset
points throughout the DRF and MR objects. However, it is not enough to lump ail
the points within a semp together and opamize based solely on distance. The
ordering of the offset points within the inspectdon plan needs to follow three
inspecnon criteria:

Criterion 1: GD&T rules of toierance evaluaton must be met

Criterion 2: the plan shouid be executed in a safe and etficient
manner.




Criterion 3: the plan needs to be understandabie t the inspec-
tor, especially since it will be automadcally gen-
erated and the inspector must then interpret ic.

This style of optimization problem resembles the Traveling Salesman Problem
(TSP) which is one of the most widely studied combinatorial optimizarion problems
(Laporte, 1992]. Several other permutation problems can also be described as TSP
when the distance criterion is changed to a cost function to be minimized: computer
wiring, wallpaper cutting, hole punching, job sequencing, dart board design,
crystallography, etc. These research thrusts have created several solution approaches
based on the desired result. Solution methods range from sequential to parallel, and
exact to approximate. Sequential methods are implemented heuristic searches which
look throughout the soludon space, one permutation at a ime. Parallel methods udl-
ize neural networks, which have caused the area of neural nerworks to recenty
undergo a resurgence in research activiry.

- This section utilizes the computation methods of the TSP to provide solutions
that meet the criteria of inspection planning. Both the heuristic search and neural net-
work approaches are implemented within the [PEM. The heuristc search method im-
plements the nearest neighbor algorithm with a two-level hierarchical search modifi-
cagon. The artificial neural network implementation uses a Hopfield nerwork for
opumization with an inspectdon rule generated cost function modification. However.
cach method requires a different inspection plan structure which significanty effects

the 0 tons of the automated code generaror.
-




Plan Di { by Point Ord
All automated inspection plans require a specific format to properly inspect the
workpiece. The CMM instructions must contain the following modules in order:

1. instruct the inspector to place the workpiece in the initial/next serup o
inspect (INIT]

. instruct the inspector to locate the workpiece by manual inspecton, creat-
ing the local coordinate frame [SETUPa]

[38]

3. (optional) re-measure the local coordinate frame automatcally for beter
accuracy {SETUPbD)

4. if different than the inidal coordinate frame, measure the darums and
mathematically create the next DRF [DRF]

3. measure a tolerance within that DRF [MR]
6. show evaluations when the measurement is completed (EVAL]

. 7.return to 1 if there exists a next semp; otherwise, end [DONE?)]
However, there are three flow possibilities that provide various degrees of efficiency
versus readability in the resuitant automated inspection pian. Each flow possibility 1s
the result of the criteria used to sequence the inspection points.
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Figure 29. Three CMM program code stucmres.

Figure 29(a) shows CMM instuction command structare if the two-level
nearest-neighbor sequence aigorithm is used (section 4.2.1). Its advantage is
inspector readability. Each tolerance evaluadon is performed directly after the
measurements are taken, and all measurements of an MR are performed together.
This is advantageous for small lots of different workpieces.

Figures 29(b) and (c) show the command sgucmre of using the ANN schedul-
ing (secton 4.2.2) where the inspecton points among the different MRs are

. intermixed within the inspecton pian schedule. The evaluation command cannot
occur untl all its inspection points have been probed. Figure 29(b) shows the least

difficuit way for the IPEM to generate the code, but it is also less efficient. In this




scheme, ail the inspection points are probed and saved into memory. Then ali the
evaluadons occur, each evaluadon functon remrieving the proper measurements from
memory. This makes it hard for the inspector to interpret the automated inspection
plan. This is advantageous for large lots of the same workpiece.

Figure 29(c) shows the more efficient way to perform the command structure.
An evaluadon is performed after a successful check is made to see if all the inspec-
don points needed to perform the evaluation have been previously measured. This
provides immediate analysis of the tolerances on the manufactured part. One
advantage is that when the tght or cridcal tolerances are measured first, the
inspecton plan can be terminated and cease performing unnecessary measurements.
For exampie. if a darum is ourt of position tolerance, then all the points that reference
that datum cannot be measured properly. Once the damum is evaluated, the CMM

program can stop the plan and prompt the inspector to continue.

4.2.1. Heuristic Search Scheduling

Broadly speaking, optimizaton searching heuristics can be called tour constuc-
gon procedures which gradually build a solution by adding a new vertex at each step
based on a pre-defined criterion {Laporte, 1992]. The soludon methods can be classi-
fied into exact and approximate searching. The algorithm for exact solutions
searches the endre solution space. applying the criterion heuristc to all allowabie
solution combinadons and then selecting the best result once the entre space is
searched. This approach requires unreasonable ome and memory to find the
opumum soiuton, even when the problem size is small. Approximate methods do
not carry the guarantee of an optimal solurion. but rather seek to find a “good™ or

acceptable soiudon within minimum effort. Thererore, this research rejected the
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implementaton of an optimum soludon heuristc search and chose the approximate
method for several reasons. The computational ame and resources to obtain the
optimal soluton were deemed unnecessary, and an approximate soluton will meet
the needs of the inspecton plan, i.e., the inspection criterion #2 (page 52) cailed for
an efficienr path, not an opnmum path. The workpieces are relatively small in size
and measurements relatively close, so that the excess probe oaveling ame of an
approximate solution versus an exact solution is inconsequental compared to other
inspecton tasks, such as probe recalibraton, setup orientation, and manual part
location. For these reasons, approximate soludon methods were considered as being
appropriate. These reasons show that the shortest distance is not a top prioriry.

Why is it stressed that an opdmum path is not criical? Consider the way in
which people negodate their way across rooms cluttered with tables and chairs. Itis
uniikely that they reliably chose the very best route; however, they seldom chose a
very bad one (Pratt, 1991]. With the destination known and knowiedge that several
good paths exists, the need for an optimal path is not necessary. For this same rea-
son, sensible paths are appropnate for this research soluton. Another reason is that
the most important factor to automated robot modon planning is coilision-free, safe
paths. In fact, making a path collision-free requires extending the path around ob-
stacles which increases path length. Once the collision-free path is created by the in-
sertion of via-points (secton 4.3.2), the originally ¢, “mum point sequence might no
longer correspond to the minimal path. Secdon 7 discusses the desire for incorporat-
ing collision-avoidance methods into the point sequencing ruies. but currendy no one
1s known to do this.

There are many approximate heuristc search algorithms designed to soive the

TSP: nearest neighbor. inserdon. asymmerrical parching, r-opt. simuiated annealing,
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tabu, etc. [Laporte, 1992]. The [PEM impiemented the nearest neighbor algonthm.
The advantage is its simplicity and speed of soiution, while its drawback is 1ts myopic
view of the problem. The path is constructed by, at each step, taking the decision that
is immediately the most advantageous, defined by the minimum distance among the
current point and all the other remaining points. Once a point is placed in the path,
the point is removed from consideration as a remailing available point. Appropri-
ately, another name for the nearest neighbor algorithm is the greedy algorithm. The

general structure for the aigorithm is:

Nearest Neighbor:
Consider an arbitrary vertex as starting point
Repeat
Determine the closest vertex to the last vertex considered and
include it in the tour
Unal no vertex has not yet been considered
Link the last vertex to the first one

The tme compiexity of this aigorithm is O(n2).

jons to N Nej

The generic nearest neighbor algorithm is modified to make it meet the three
inspection plan criteria indicated above. The first criterion requires the GD&T ruies
of tolerance evaluadon to be met. One GD&T rule is that the related tolerances must
be measured with respect to the damms of the datum reference frame. Therefore,
each setup-DRF structure is considered its own individual sequencing sub-probiem.
This GD&T rule also implies that the inspecton points of the datums that make the
DRF are removed from scheduling consideraton since they must be measured first in

order to create the DRF before any tolerances can be measured. A final impiicaton




is that the inidal point of the nearest neighbor algorithm should not be chosen ran-
domly, but rather should be selected from the tertary datum.

It should be noted here that a CMM evaiuadon rule aiso prohibits the sequenc-
ing of the inspection points of the datums using the 3-2-1 DRF creatnon. The meas-
urements of the primary and secondary inspection points must occur in a specific or-
der, regardless of distance. The direction of the normal of the primary, secondary,
and tertary darums are calcuiated by applying the right-hand rule to the three points,
starting with the first, then second, then third measurements or calculations. This
approach is described in greater detail in secdon 4.3.1.

The second inspecdon criterion (page 52) is partly met by this algorithm. An
etficient path is sought by means of the general nearest-neighbor search; however, a
sare path is not considered. The collision avoidance algorithm is discussed in secton
4.3.2.

. The third inspecton criterion might be the most overiooked aspect of
automated process planning systems — inspector ease of use. Since the RDS is
designed to help humans perform their joo better, an output that requires extensive
interprezadon by the inspector for it to be understood will defeat its own purpose and
worthiness. The two-level hierarchical search modificadon to the nearest-neighbor
algorithm implements the thinking process of the inspector into the search. Since the
inspector visualizes the inspecdon plan in terms of evaluadon results of a set of
measurements, all required inspection points within a tolerance evaluation are meas-
ured together at once, and the evaluaton is performed immediately after the
measurement of the last point. The alternadve method measures the inspection points
in accordance with 2 minimum distance criterion. regardless of which tolerance

evaiuadon method the measurement point was created for. Once measured. the
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coordinate values are saved into memory, and all the evaluations are performed at the
end of the measurement sequence. This method results in a confusing and unfriendly
plan representation for the inspector.

Using the two-level hierarchical search provides benefits for both the second
and third inspection criteria. First, the inspector can see before and during the in-
spection why a point is being measured: each evaluation occurs directly after all
inspection points are measured, and all inspection points needed for the evaluation
function are measured sequendally, and not intermixed. The learning curve of
interpreting the automatically generated inspection plan is significandy reduced.
Second, the evaluation functions by the CMM language operate immediately on the
completion of measurements and not at the end of the plan. This allows the ability o
take advantage of go/no-go evaluaton techniques. For example, by placing the
tightly toleranced or a priori difficult-to-manufacture fearures to be completely
measured first. the inspecton process can promptly quit when an evaluaton fails to
be within tolerance, thus eliminatng unnecessary probing. A furure consideration for
the IPEM is to utlize stadstical process control (SPC) information to learn which

tolerances are “important” based on previously inspected workpieces.

Implementation
The heuristic search begins at the teriary datum of the DRF. Since the 3-2-1
DRF creaton method is used, the tertiary darum is just a single point. The top-level
search executes, choosing the nearest neighbor to the tertiary darum from among all
the inspection points in the DRF, no matter with which MR it is associated. The MR
that contains this nearest-neighbor point is sequenced as the first MR in the DRF.
The algorithm now begins the second level of the hierarchical search. A nested
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greedy search starts anew using the nearest-neighbor point from the top-ievel search
as the inidal point for the lower-level search. The only valid inspecton points for
this search are the ones contained within the current MR, i.c., the MR chosen from

> the 1irst levei. Once the nearest-neighbor oraered path is compieted for the MR's in-
specton points, the lower-level search remurns the last point of the ordered point set to
the top-level search, where it replaces the current point selected before the lower-
level search. The top-level search continues the nearest-neighbor aigorithm with the
replaced point from the end current MR. Obviously, once an MR and its inspecton
points are optimized in the lower-level, they are no longer eligible within the algo-

rithm for nearest-neighbor consideration any longer.

areedy greedy
greedy gmh among search among
search among ail remaining ail remaining
wry a" m =Y mm > m > o ee I‘ﬂd l

pownt first last poirrt firet last poirt -
point. of of ordered  poirtt of of ordered

MR MR MR MR

B Level2
O s eneire MR with local
areecy searcn greedy search

Figure 30. Flow diagram of the two-level nearest-neighbor algorithm.

Resuits

The results of the two-level hierarchical nearest-neighbor algorithm are shown
to be acceptable. Figure 31 is a snapshot from the [PEM display window with a parnt-
model that is designed after an actual part received by the QA engineers at the 4950th

. Test Wing. The ternary point. denoted with a “circled +” beside it. is the starting
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point for the algorithm. The path is seen as sensible, and is actually the global

minimum,

Figure 31. Illustadon of two-level nearest-neighbor search.

. The path generated using this method is not always the global mimimum. In
fact, more often than not, that is not the case. The part-model in Figure 31 contained
only MRs with one point to be considered for sequencing. As the MRs contain more
inspecdon points, the sequenced path will deviate from the minimum path. Figure 32
shows an example result of this situatdon. Notice that the path does cross over itself
several times, but there is an ordered flow to it across the product that the inspector
will recognize and appreciate: the probe ravels completely throughout an MR before

going to the next closest path.




first MR chosen:
closest to tertisry
a#rium (O gts)

tertiary dstunr
starting pownrt
last MR chosen
(1 pr) (1pr)

Figure 32. llustration of two-level nearest-neighbor algorithm with multiple
inspection points per MR

4.2.2. Hopfield Net Scheduling with a Rule-Based Lyaponov
Function

In 1985, J. J. Hopfield and D. Tank showed that artificial neural networks
(ANNGS) could be used to solve complex combinatorial optimization problems by
soiving the 10-city TSP problem. The results were acrually siower than a popular
heuristc search {Xu and Tsai, 1991]. However, the use of artficial neural networks
has become very atmractive due to inexpensive VLSI (very-large-scale-integrated) cir-
cuit technoiogy [Takefuji, 1992]. Many researchers have improved upon the origi-
nal Hopfield energy functon to obtain worthwhile resuits. Abe, et al., (1992) says
that the Hoprleld neural network is “weil suited to obtain near opdmal soludons for
combinatoriai opumizadon problems.”

Takeruji's book discusses the impiementation of neural networks for problem

soiving and has a stated intention to “demonstrate the capability of the artificial neu-
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ral network for solving opdmizadon problems over the best known algonthms or the
best methods if they exist.” One of the reasons for such successful resuits is the
modeling of the energy functions and moton equations that are used to drive the
network to the solution.

The approach in this research, to implement 2 neural network for inspection
point piacement, is adapted from the Hopfield neural nerwork model. However, the
goal is the inteiligent ordering of inspection points based upon the three basic
inspection criteria (section 4.2), not just a minimum distance. The approach to meet
the inspection criteria is accomplished through rule-based weight marrices
implemented within the Lyaponov energy function of the neural network. The
weight marrices. created within the IPEM, are based upon desired inspection
techniques and rules that the inspector would use for inspecdon point sequencing
throughout the inspectdon plan. Using inspecton rules within the moton equation of
the neural nerwork will produce an ourpur sequence that is optimum for the task of

inspecton planning.

N N jon fi

The impiementation of neural networks involves modeling the neurons to rep-
resent the finite elements of the problem and giving the neurons a motion equation to
guide them to the desired soludon. In optimization scheduling, a neuron represents a
task i being performed at ime j. Each neuron has input U and output V. For a prob-
lem with 7 tasks with each task to be performed once, the set of all possible states is

represented by V;iforl <i<n,1<j<n inannxn2-D array.
i
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Figure 33. Representation of neural net result.

A blackened cell represents a neuron that is “on” or V= 1 and task i is set to be
performed at time j. An empty cell represents a neuron that is “off” or V;; =0. The
goal is to find a state of the system that represents a valid solution of the problem. A

solution must satsfy all of the following conswaints:

L. all sasks must be performed only once: Y Vi =1
k
2. each time slot can perform only one task: sz =1
k

3. all tasks must be performed: » > ¥ =n

J
4. the soludon must minimize a given cost functon

ANNSs are a mathemarical representation of the neurojogical funcdoning of the
human brain. The network is soructured as a massively parailel array of simpie inter-
connected processing elements cailed neurons, representing the input/output function
of the biological neuron of the brain. The functon of the neuron is to take the inputs
of several independent signals and produce an output. The input signais are
generated from the outputs of the other neurons and propagated by synaptc links.

The neurons are given an input/output function V = f(U) that models the function
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biological neurons are known to possess. Figure 34 displays different

impiementagons and approximations to the neuron activation function.

Sigmoid .
V=f[z“'k"’k} ( ' f(U)a—-—:;:
k 1+e™ ° .
v f(U)
4 n McCulloch-Pites
N i Vi=U Ea— 1ifU>0
pA N JW)={0ifU<0
V-v wN\ T Ny, unchanged otherwise
2 v, V.
neuron Hysteresis McCulloch-Pitts
1 if'U > UTP (upper wip point)
S(U)=4{0if U< LTP (lower trip point)
unchanged otherwise

Figure 34. Neuron representation and input/output functions.

The goal of the ANN is to solve the optimization problem by providing a parai-
lel gradient descent method to minimize the system energy. The system energy is a
functon of the neuron outputs, £(V,, V3, ... V,), defined by the programmer to best
solve the optimization problem. The change in the value of the input state of the i
neuron is determined by the partal derivatives of the energy function with respect to
its output.

dU; _ EWPs... ) (4.5)

& 17

This is called the motion equation of the it} neuron, since it defines how the energy

will propagate through the network — towards minimizing the computatonal energy.
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Takefuji (1992) states that it is usually easier to build the motion equation and then
derive the energy equarion from the integration of equation (4.5):

£=[ag=-[Zia, 4.6)

In their original paper, Hopfield and Tank (1985) defined the neuron motion equation

as:

dUu; U, dE
@ T
~Uy _AZV B zrm -C: [ZZV\? —n] (C))
\’—Y 4r I

-Dzd.n" VY jat +¥7jmi)
Y

The use of the decay term (-Uj/t) is now known to hurt the dynamics of the serwork
(Takefuji, 1992). Removing the decay term produced more efficient motion equa-
tons-and enhanced the performance of the ANN 10 solve optimization probiems.
Equation (4.8) shows a moton equation which is a slight update from the original
Hopfield model in equaron (4.7), and is generally accepted as the standard modon
equation for Hopfield nerwork implementation for solving the TSP optimization

problem (Xu, 1991](Jeon. 1990][Abe, et al.. 1992).

aU- v v \ (¥ ) N
._".-.-.4(21/,-,, =) V=2 |=C Zv,,, i-C-h(ZV‘]
¥ \ % k J K k J 4.8)
N \ \‘ )
-D{[ZVkﬁ'l"'ij-l - Fik ‘
k ) J

The A summation term monitors the tirst and second constraints stating that
¢ach row and column should have only one neuron fired, i.e.. “on”. The two C

summadon terms are Takefuji's (1992) hill climbing term implemented to help the
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network modon to escape local minima. The final D summadon term provides the
criterion to be minimized. W represents the Euclidean distance in the TSP probiem,
or can be defined to represent any cost function modeling the problem to be
inimized.
The neuron energies are then updated by the first order Euler method: ,

i) o (4.9)

U,‘j(l'l-l)’U,‘j(l)-h

where Az = 1, representng one time step. The process of running the nerwork is a

simple loop terminated by a system state check:

ANN:
Inidalize each neuron input with a random number
Repeat
Evaluate the ourput of the neuron based on the neuron
input/ourput funcdon V = f(U)
Update the inputs to each neuron from the modon equation,
equation (4.8) and equaton (4.9)
Undl there is no more than one neuron on in any row or coiumn
or the number of iterations is greater than the maximum allowed

Lyaponov Functions
The puipose of a Lyaponov function is to provide a shortcut to proving global
stability of a dynamic system (Kosko, 1992]. In general, the Lyaponov approach re-
veals only the existence of stabie points. not their number or nature.
A Lyaponov functon L maps system state variables into real numbers. A sys-
temn is called stable if L decreases along its wajectories with respect to ame. This is
proved by showing that the change in L with respect to the change in time is negative .

for all dme:
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(AL/Ar) < 0; for stable system L,
(AL/Ar) £ 0; for asymprotcally stable system L. (4.10)

Used mostly in control systems, the Lyaponov functon has been applied to
neural network analysis to provide insight into the stability of the network's energy
state. Consider the dme derivatives of the neural network energy functon:

E_p VI E
ar - dt J¥;
]
__ZdVi au;
- dt dt (4.11)

(B ()

" daUu; dat ) at - dr ) dU;
The first line uses the chain rule to get the ume derivatve of E{(V}, V3, ... V,;). The
second line is obtained from the substirution of equation (4.5) into the first line. The
third line is a chain ruie expansion of the (dV/dt) term and then simplificadon. Since
au ,-/dt)2 will always be positive (due to the squaring), the negaton of the sum of
squares will always be negarive. Therefore the partal derivadve of the neuron
input/output funcgon (dV;/dU;) must be negative for equaton (4.10) to be valid. The
McCulloch-Pitts funcdon (Figure 34 on page 66), chosen as the neuron input/ourput
function for this research, has its change in output with respect 1o the change in input
that is always less than zero (a negadve slope). Therefore, the energy derivatve

(dE/d?) is less than zero and the neural net is stable.

Implementation

Two main accomplishments provided the implementation of the ruie-based

Lyaponov tuncton within a Hopfield neural network for optimization. The first ac-
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complishment created a set of rules that portrayed the desires of the inspector in the
inspection plan creadgon. The rules are written in the IPEM and are based on relanon-
ships held between the inspecton points and their MRs and surfaces. Three different
types of mamices were created from the inspection rules to be used by the ANN.

The second accomplishment implemented an ANN that would optmize the
measurement point sequence based on the inspection rule matrices created within the
IPEM. The software impiementaton of the ANN began with the work done by Jeon
(1990), which was designed for the purpose of inspection pianning techniques, but
only addressed the issue of minimum distance and not inspectdon criteria. His setup
is idendcal to the two-level nearest-neighbor heuristic search discussed in section
4.2.1, except that neural network optmization replaced the lower-level greedy search.
His nerwork opumization was limited to singular surfaces as well as singular fearures.
Theretore, several modifications to Jeon's neural network were made to allow the
implémentaton of the inspecdon rules. The neuron moton equation and update
functons were changed to accept the three inspection-rulecreated marrices from the

IPEM.

Implementanon; Creag ies in LISP

Two different forms of rules were realized to represent a preference in inspec-
ton point sequencing. The first form relates a point to its oerall sequence posidon
in the inspection plan. For example, one inspecdon rule states that all “tght”
tolerances must occur at the beginning of the sequence of measurements. The
definidon of “ught” is defined by the inspector, but the [IPEM currenty uses a vaiue
of 0.005 inches. An § martrix (mnemonic for Sequence) represents this form of rule

by telling the neural net whether a point i at sequence j is allowed to exist according
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the inspecdon rules. ;= 1 if the sequence posidon is allowed, and 5;; =0 if it is
forbidden. This S-rule is impiemented by counting the total number of tight
tolerances and semting S;; = | for each dght tolerance iand 1 </ < (total number of
tght tolerances); otherwise, Sjj = 0. For each non-tight tolerance i, §j; = 1 for (totl
number of tight tolerances) < j < n; otherwise, S ij= 0.

One other S-rule also exists. It states that the tertiary tolerance must be the first
sequence point, and that no other point is allowed to be first. This requirement is
easily implemented by setting Spp = 1 and Sp; = Sjp = 0 for 1 < i < n. Notice that the
marrix indicators are zero-based, to represent their implementation in both LISP and

C software languages.

S matrix created by two S-rules: tertiary and tight

_ total number of tight tolerances (3)

16t 2nd 3rd 4th Eth 6th 7th Sth
tertiary{ 1 [0]0[010]0]0]0
pulolololort|t]1]1

tght —> pr2l0f1|111l0]l0]0l0
pe3lo]olojorililr]s
pealolololois ity

sught — pe50lt l111iolololo
sight —> pro|Ql1l111i0l0loiQ
pc7ooooi«|«l1 :l

Figure 35. Populating the S matrix.

The second form of inspecton rule relates one inspection point to another.
Two martrices fuifill this type of rule. The W mamix (mnemonic for Weight) is the
standard distance matrix seen in TSP problems. W; represents the Euclidean dis-

tance from point i to point j. The F mawix (mnemonic for Follow) represents the




rule-based penalty value for point i being followed by point j at any two sequential
tme slots in the inspecdon plan. For example, one F-rule states that if two points,
and /, are from the same MR, then F i should be some negadve value (good), other-
wise F ;; should be some positive value (bad). The inspection rules currently imple-
mented create a cumuladve penaity value for Fj; based on both good and bad
reinforcements:

bad (+) iand j are from different MRs

bad (+) iand are on different surfaces

bad (+) iand j are different types of fearures

bad (+) iand j are different types of tolerances
good (-) iand j are the same feature type

good (-) iand j are the same feamre rype and have the same

feamure dimensions

good (-) i has a tghter tolerance than j

bad (+) ;has a nght or critcal tolerance and i does not
good (-) both i and j have dght tolerances

The inspector can vary the relatve smength of the individual inspection rules ©
cusro.mizc the rules to produce the desired output. The rule strength parameters allow
some rules to be weighted more heavily than others by changing individual weights
that pre-muitiply each rule before it is summed into F; o A future user interface will
give the inspector easy access to the ruies allowing him to manipulate the outcome of
the schedule solution as desired.

Notice that some inspection rules can be implemented in both the S and F
matrices. This is advantageous to the ANN. By teiling the ANN similar rule
informaton in different formats, the search criteria becomes more robust resulting in

a quicker convergence.
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Follow Martrix Weight Mstrix
j (poirrc) j (poinrt)
fo o F %o W W -
l Fm .. l 'D .
B -
' (poim) | Fr=tln=i {potre) | © W= La=i
F, = poirt i followed by | W, = Euclidesn between poirtte i and |
F,=F, W=W

Figure 36. The S, W, and F marices used to implement inspection rules into
the neural aetwork.

Below is an example of a rule impiementation as executed from within the [PEM.

;; tight tolerance -- f represencs F(i] [j]
(cond ({and (<= (tol-value@ pti) tight-~-tol)
(¢= (tol-value@ ptj) tight~col)) ;i&j tight
(setf £ (+ £ (* Wtight good))))
({and (>= (tol-value@ pti) tight-tol)
(<= (tol-value@ ptj) tight-tol)) ;j tight, i not
(setf £ (+ £ (* Wtight bad))))
((and (<= (tol-value@ pti) tight-tol)
(>= (tol-value@ ptj) tight=-tol)) ;i tight, j not
(setf £ (+ £ (* Wtight good))))
(t (sets £ (+ £ (* Wtight ok))))) ;otherwise

Notice that the rules conmin both good and bad reinforcements. Since the LF;; will
be utilized in the fashion of a distance penalty which is minimized by the ANN,
good=-1,bad=1,and ok =0.
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Once the marrices have been created, they are post-processed for use by the
ANN. Each marrix is normalized so that every value in the array is between zero and
one. The W matrix also has minimum shift performed on each of its rows. For each
measurement point (row) in W, the smallest distance to each of the other points
(columns) is determined and subtracted from each of the points in that row. This
leaves the relationship between the points constant, but the minimum distance is now

0.00. This speeds up the convergence of the ANN.

ol ion: Utilizing i ) les i NN
Several modificadons to the ANN modci described above were performed to
incorporate inspecton rules into the soluton selection. The first modificaton re-
quires thar the tertary tolerance aiways be sequenced first and at no other sequence
posidon, and that no other tolerance occupy the first sequence position. These
requirements are accomplished by setung vgg=1 and v;j=0fori =0, /=0 and j =0,
i # 0 within the neuron input/ourput evaluate functdon. This approach is implemented
in addidon to the S-rule mentoned above to provide faster convergence.
In order to shorten the convergence ume, the energy input values are kept

within fixed limits. Therefore, when U l-j(n-l ) is calculated and 7 updated. the value

of Ujj(r) is evaluated by:
HL if U;j > AL (high limit)
Uy ={LLif Uj < LL (low limit) (4.12)
unchanged otherwise

This approach provided a significant improvement in the run-dme of the ANN.
When these thresholds were used, the number of iteratons required to reach a

solution decreased by two orders of magnitude!
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The actual neuron modoa equaton (4.13) was also modified to accommodate
the new inspection rule informaton. The W mawix remains the distance penalty from
before. The F and S matrices are aiso treated in the same manner as distance penaity
functions. The Sj; value is added to the update equation rather than submracted, since
it was defined as a positve value for preferable and zero for not preferable.

k

331.3-4 {ém +§:’:V§ -z]-a-((il’;.pl Wi ].sm]

-C Zz =1V pj#t Wir*'“"iq *Wn)

=l q=i
=q
N v )
of ]’”{Z""J
- (4.13)
-F1. 2 pj-l : Vp,jﬁ-l Fxp)
k=(
k=i
+Si;

i/

The A summation term monitors the same row and column constraints as discussed in
equation (4.8) on page 67. The B summartion term is the standard Euclidean distance
term from Hopfield (1985) and is equivalent to the D summation term of equation
(4.8). The W’ is the distance matrix prior to the minimum shift operated on each row.
The C summaton term prevents the system from taking roundabout paths, and is
discussed in greater detail by Jeon's thesis (1990). The D summaton term represents
the hillclimbing funcdon that helps the system escape local minima. It is equivalent
to the C summadon term of equation (4.8). The FI summarion term represents the
penaldes from the F-rules according to the current system stawus of Vij with respect to

the points scheduled before and after it. As mendoned above, the Sij term is simply
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added into the neuron update equation to represent the inspection rule of point i oc-
curring at sequence order ;.

One inspection rule was implemented within the ANN to update the F] coeffi-
cient according to the state of the system. The Fjj's are created based on the F-rules
which state that a point with a certain characteristic, ¢;, should not follow a point
with a different characteristc, ¢3. However, at some moment in the inspection plan,
the sequence of inspection points will have sequenced all the points with characteris-
tc ¢ and will then switch to points with characteristic ¢3. This switch over is pref-
erable and should not be penalized. Therefore, the FI coefficient is updated by an in-
specton rule within the ANN which sets 71 equal to zero if the F-rule penalty is not
desired because all other F-rules are satisfied.

Resuis

" A comparison is made between the two sequencing optimization techniques
discussed in this secton. Figure 31 on page 62 shows the resuit of a two-level
nearest-neighbor search algorithm on a part-model created within the RDS and
processed within the IPEM. The same part is shown in Figure 37 to illustrate the
greater power of the rule-based ANN. The four larger through-holes near the edges
of the part-model have tight posidon tolerances with a tolerance value of 0.0005
inches. Using the S and F marmices. the ANN places these four holes at the beginning
of the inspecton plan, then sequences the remaining tolerances. While meeting the

inspection rules, the ANN also provides the minimum distance path.




Figure 37. Dlustration of rule-based ANN sequence resuit.

The ANN reached the solution in 177 iterations, which is aimost no dme on a
SPARC2 workstadon! The speed, accuracy, and thoroughness of the ruie-based
ANN make it a superior solution method for scheduling optimization. The output
path represents a sequence readable to the inspector, since they are created by the
same rules that the inspector would use.

4.3. Automated CMM Code Generation

The IPEM is intended to be a com@le:e automated inspection system. Every as-
pect of the inspecton plan creation and execution is intended to be aided to enable
the engineer 10 do the same quality job faster. One particulariy tedious job for any
QA engineer is programming the CMM for automated inspection. Due to the rather
recent inroduction of computer-controlled CMMs, there has not been a standard

language unal very recendy. As a resuit. each CMM manufacturing company has
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been designing its own software language to interface its hardware interpreter. Since
the strengths of this type company are usually in the hardware rather than software,
the language is usuaily low-level and crypdc. Two unpleasant situadions result. Firse,
the commands are hard to remember because they are usually mnemonic, and they
are especially hard to use since such low-level languages have linle or no branching,
looping, or variable capabilites. Second, since the language is controlling an
expensive sensing device, an error is exmremely critical. One typographical error,
added digit, or overlooked minus sign can send the probe crashing into the work-
piece, table top, fixwuring, or itself. The cryptc commands, low-level programming,
and point values that must be accurate to thousandths of an inch exacerbate the
potenaal human error factor.

The automated code generator produces the desired ourput of the [PEM — ex-
ecutabie CMM instructons 10 an ASCII text file that, when downloaded to the CMM
conuroiler, will perform the automated, efficient, and safe (no collisions) inspection
plan to determine if the part is within tolerance. The processes involved in automated
code generation are path planning for an efficient and collision-free probe path
(4.3.2), feature manslation from the process planner into a metacode representation

(secton 4.3.4), and code generaton from the metacode features (section 4.3.5).

4.3.1. The CMES Language

The CMM used in QA procedures of the 4950th Test Wing is made by LK
Tool USA, Inc. and uses a proprietary language called CMES (Co-ordinate
Measuring Software). The CMES manual describes the language in not so user-

friendly terms:
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CMES responds to mnemonic commands known as command codes.
(Tlhese codes comprise rwo characters which usually describe the
functon of the command. (Flor exampie, [D and PT represent the
Inside Diameter and Point commands, respecuvely. In order to in-
crease the capability of each command. most CMES commands are
equipped with command parameters which are used to cause the com-
mand to funcuon in a specific manner.

An example of a block of CMES code to inspect just one hole and one slot, with the
datums already created:
#MC, X,¥\10.5\-52.46
#MC, Z\-2
#PP, Y\-58.5\SP, 10\ #PP, Y\-48.75\sP, 11
#MC, Z2\10
UP' 10, ll\LI’ Y//\lo .251 -005[ —-002
#MC: X, Y\lz . 5\-35 . OO
#MC 7 Z \ - l . 5
#ID, ZM\3.45, .001,~-.015\.200
#MC, 2\10.00

Appendix B contains a quick reference to CMES code. It is piaced there for
three reasons. First, there are examples of CMES code throughout this paper that the
reader may want to ry and decipher. Second, it will help the novice reader
understand the work of the inspector and appreciate the value of an automared code
senerator. Third, the reader who knows other software languages will be able o see
the low-level of CMES, and will allow the reader who knows other inspecdon lan-
guages [0 compare berween them.

As mendoned in section 4.2.1. there are also CMES guidelines incorporated
into the rule-based ANN. The creadon of the darums is done by the CMES com-
mands AX, N1, N2, P[, and MD. These commands use the order in which the
measurements are taken to determine the direcaon of the normal of the surface

created with these commands. Startng ar the first measured point and rotating

through to the third measured point. AX uses the right-hand rule to define the
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posidve direcdon of the normal of the plane defined by the three points. The N1
command defines the positve direction of the secondary axis using the right-hand
rule on the two measured points and a third point calcuiated along the normal of the
primary axis (from AX) using the two measured points as the base. The N2 axis

positve direcdon is constrained by:

i®y=%
y®i=x (4.14)
i®i=y

Since the inspecton point measurements are created with a pre-defined coordinate
axis system, the order of the darum plane measurement points must not change during

inspecton point scheduling optimizanon.

mdqrydqmm normal origin defined by
(N1) direction from two imtersection of three
measurements and one 4 datum planes (PI/MD)
calculated pont

<<

shird point of N1 e
(secondary datum) 53

calculated in direction of —\]

primary normal

_ ___

tertiary point m— tertiary datu
on "left” surface Z  primary datum normal "
[AX) direcion 7 normal (N2)
ngitt-hand ruie of three ccz!::ra mmcd,-";fa,-
measured points z&y

Figure 38. DRF creadon within the CMES language.

4.3.2. Collision-free Path Planning

Because of the expense of automated robot equipment. an obviously crucial

task in any robot motion planning is collision avoidance. It is a difficult task for the
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inspector to performn manually. It involves the creaton of the intermediate points.
called via points, relative to the obstacles that the probe tajectory must
circumnavigate, which is usually obvious to the inspector. Via points break the
intersecting path into sub-paths which divert the colliding path around the obstacle.
Then coordinate values of the via points relative to the setup orientation and DRF
origin must be calculated, which is very difficult for the inspector due to the
Tigonometry, rotation, and translation that is required. However, the point
coordinate calculation is tivial for the computer, but the point creation or point
placement is difficult. Several obstacie avoidance algorithms have been proposed
that deal with safe and efficient robot path planning. The algorithms can be grouped

into the following classes:

1. hypothesize and test (Gewali, et al.. 1990] [Pram, 1991] [Bonner
and Kelley, 1990]

1~

. penalty funcdon (Brady, 1982}
. explicit free-space [Sharir. 1986] [Lozano-Perez, 1979 & 1987]

w

The hypothesize and test method is the earliest proposal for robot obstacle
avoidance. Its technique is to create a path candidate berween the inital and final
points. and to test for possible collisions. If a collision would occur, then a hypothe-
sis creation method is proposed to create a new path candidate to test.  This
“hypothesize and test” step is repeated unal a safe path is found, or the method tmes
out.

The penalty function defines a numerical value for all possible probe positons
within its workspace. The function returns an infinite penaity for positons that

would cause collisions, then sharply drops off as the distance from the part increases.
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Figure 39. Penalty functon to create a coilision-free path.

The explicit free-space method builds explicit mathemancal representations of

subsets of robot configuratons that are free of collisions.

The penalty function is attractive for combining the constraints from multiple

objects; however, our problem consists of planning a path for one 3-D solid object.

The free-space method works well in 2-D, but has been found to be computationally

very expensive in 3-D [Bonner and Kelley, 1990). The IPEM adapted the approach

of the hypothesize and test method to discover a collision-free path. It was chosen

for its simplicity (of both impiementation and representation) and yet satisfactory

solution for the probiem encountered. However, an improved qualiry of solution and

reduced computadonal dme are developed by a number of facts and constraints that

define this research project:

1.

2

W)

there exists just one obstacle (defining the CMM tabie as a constraint), the
prismatc solid part model, in which to avoid probe collision;

there exists 1 calculable and reachable safe plane above and on all sides of
the part within which the probe may always wravet freely;

. based on the inspection plan sequencing algorithm, all inspecton points are

accessible by the probe from the offset safe piane above the part; and

. creatng a DRF consists of measuring three murually perpendicular sur-

faces.




Four different hypothesis test methods were implemented to utilize these facts.
The first two methods do not actuaily perform a search through a defined space, but
rather query the solid modeler about the geomeuwic reladonship between the inital
surface and the goal surface. The third method does perform a search; however, it
entails a reduced complexity by allowing the assertion that a collision-free path is
always not more than two, or at the mos? three, sub-path combinatdons. Therefore,
the search has a maximum limit of three sub-paths (two via points) to its search space
from which it will return a failure. The fourth method not only creates a collision-
free path without performing a search, but alsq does not query the solid modeler.

offset safe planes

Rl
i

Figure 40. Safe pianes are offset from the bounding box of the part-model.

The third and fourth methods of creating a hypothesis are adapted from the
research of Gewali, et al., (1990) in path planning and 3-D vertcal obstacies. Their

research observes two propositons:

Lemma 1: The shortest path [from point s to 7] in a k-story problem
either a) lies completely in the base plane, or b) consists of three sub-
paths of which the first of them rises from s to some point x; on a hori-
zontal obstacle edge at some level L;, O<i<k, the second is a swa’ ght
line segment connecting x; to y; on level L;, and the third goes down
from y;to t.

Lemma 2: A shortest path from a point in the base piane B to a point
in levet L; consists of straight line segments thar form equal angles
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with their projections on horizonaal planes through their origin (i.c.,

these segments all slope upward at the same rate).
Since for any path over Ly, the offset safe plane can be projected onto L, no path
will rise above it. In addition, a shortest path cannot rise above the base plane B and
requrn to it unless it has traveled over an obstacie. Otherwise, the projection of the
path onto B is guaranteed to be shorter and coilision-free since the problem is
constrained to a vertical polyhedron and has smaller and contained horizontal cross
secdons at higher levels, i.e., no wnnels or channels. It also follows thar a falling
section followed by a rising section can be projected onto the higher level and remain

shorter and collision-free.

Figure 41. A maximum of three sub-paths needed to connect inital and goal points.

These same constraints are valid for the problems addressed in this research
(sectdon 2.2). The five degree of freedom (dof) probe is a goal of furure work, but
currently the three dof probe is considered. It was nodced from swdying many
examples of manually creatred CMM code from the QA engineers at the 4950th Test
Wing, that the exwra degrees of freedom above the standard three of the Cartesian
robot motion were rarely used. Therefore, the inspection plan has no sewmps

containing inspecton points in tunnels or channels.
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Testing the Hypothesi

Testng the hypothesized path for collision required a unique implementation
approach due to the limitations of the solid modeler, Shapes™ from XOX Corp.
There are several solid (3-D) geumetry Boolean commands (intersection, union, and
difference) furnished by the solid modeler. The supplied intersection function speci-
fies two solid geometry representations (geoms) as inputs and returns the new geome-
uy resulting from the Boolean intersection operation. The computation time is large;
however, more importantly, it is also unnecessary. The only answer needed to test
the path hypothesis is “yes” or “n0” — the fact of intersection — not the acmal
geomeuy resulting from the Boolean intersection! Determining the actual geomeay
becomes even more unreasonable due to the fact that one of the input geometries is
the entire solid part model which is a complex, three-dimensional, feature-based
object whose entire space would have to be searched.

The soluton is a function that would remurn a value of *“wue” at the first finite
element of detected intersection between the input geomemies without testing any
further to compiete the resuiting geomery. The function intersection~-p was
claimed by the solid modeler software manual to operate in this manner; however, it
was discovered that it was actually just built upon the Boolean intersection functon
which calculates the entre intersection geomewry structure, and just returns a “true”
rather than the actual geomenry.

The soludon of this research was to implement a function to efficiently return a
vaiue of “true” if the proposed probe path intersects with the part model. The ap-

proach dissected the part-model into all of its 2-D surfaces. Then each surface was

tested for intersection with the hypothesized path. If an intersection with a surface
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would occur, the function stopped immediately and returned “true.” This approach
produced much faster results (on the order of three umes, depending on when the in-
tersection was found) since ihe intersection funcdon only has to create an Boolean in-
tersection geomeuy between the proposed path and a much smaller, less complex,
two-dimensional surface geomery. The pseudocode of the function, called check~

for-intersection, is as follows:

set x to all 2-D surfaces of the part-model
for each line y in each sub-path in the proposed path do
for each surface z in x do
set r 1o result of the Boolean intersecton of zand y
if r is oque, then
quit from functon and return true (intersecton)
rerurn false (no intersection)

~read 5 .

The implementadon task of collisiun-free hypothesis forming can be defined as
via point creaton. The obstacles here are not polyhedron enttes as used in [Gewali,
et al., 1990], but are surfaces of the part-model. Movement around the surfaces is
defined as passing around an edge; therefore, the via points are created from surface
edges.

This research impiemented four search methods to create the via points. These
methods are called in a particuiar sequence by the collision avoidance algorithm. The
sequence of methods starts with the simplest one. If the simplest method cannot find
a path in its search criteria. the next method in the sequence is executed. Each subse-

quent method takes longer compurationally than the previous method or its path is
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less efficienz. The final method is the “catch-all” method which is guaranteed to find
a collision-free path, but does not take distance into consideration.

The hypothesis creation methods are named: neighbor, two-doors-down, 2-
level-geometry, and up-and-over, which is also the sequence in which they are called.
The collision-fres path algorithm inquires each hypothesize and test method to create
the collision-free path. If the proper information is not available or the method re-
turns “false” (no path was found), the collision avoidance algorithm cails forth the

next method in the sequence.

The first method invoked is the neighbor search, and it is executed if both the
iniﬁal and goal surfaces are known. It hypothesizes a collision-free path by searching
for a common edge between the two surfaces signifying that they are neighbors. The
surface which contains the initial inspection point is named from-swface, while the
surface which contains the goal inspecton point is named to-surface. If there exists a
common edge berween from-swryace and to-surface, the via point is created as an off-
set point from that common edge. The path connecting the inital point to the via
point, and the via point to the goal point is tested to determine if it is coilision-free
using the check-for-intersection functon described above. If no collisions

are found, the via point is returned.

from-surface

to-surface

Figure 42, Neighbor hypothesis creation method.
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The strength in this hypothesis creadon method is two-fold. First, itis
extremely simple and most via points are created using this method. Since GD&T
requires the creation of three mumally perpendicular planes and many tolerances
require more than one surface to be inspected, most collision avoidance routines
simply move the probe around an edge from one surface to another, which is what
the neighbor method explicitly queries about. The second strength is thar the
hypothesis creation method looks at geometry memory pointers or soft-pointers
within the part-model geomemy hierarchy which is very fast. The hypothesis creation
does not actually create 2 path using the 3-D solid modeler, but queries the Concept
Modeler™ for a geomerrical relationship based on surface pointers stored in memory.
The greatest advantage is that the computationaily expensive collision testng does
not occur if the geomerrical relatdonship is not present. The pseudocode for the

neighbor search is:

neighbor:
if (to-surface and from-surface are known)
and (to-surface # from-swface), then
set x to the Boolean intersectdon of the set of all edges from
both to-surface and from-surface
if x exits, then
set vig-point 10 (make-via-from-edge x pl p2)
if check-for-intersectzion of new path returns
rue, then
return vig-point
else recurn false

The make-via-from-edge functon rerurns a new point that will guide the path
around the edge geomerry it is given as its input. The via point is first created on the
edge and then moved an offset distance from the edge in the directions of the normais

of each surface of the edge. Its pseudocode is:
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set vig-point to the midpoint of the edge line x

set n7 and a7 to normals of swyace; and surface?, respectively

move vig-poins constrained to the direction along the edge line x to
the average of p; and p;.

move via-point in direction for n; an offset distance

move via-point in direction for n3 an offset distance

return via-point

both initial and

Figure 43. Via point crearion from the make-via-£from-edge functon.

#2: Tw W
If the neighbor hypothesis creation method failed to find a via point, then the
collision avoidance algorithm calls forth the two-doors-down search. It hypothesizes
a collision-free path by checking for a single surface that both input surfaces have as
a neighbor. To describe their reladonship as a cliché, from-surface and to-surface are
“two doors down” or “my neighbor's neighbor.” This is the next level of solid
modeler query from the previously called neighbor search. If this intermediate sur-

face is found. then two via points are created. one from the edge connecting fo-sur-
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face 10 the intermediate surface and one from the edge connecting the intermediate
surface to from-surface. If this hypothesized path has no collisions, then the two via

points are returned.

l—] p
visl
a1
4
"’:%ﬁ—%:f'

Figure 44. Two-doors-down hypothesis creaton method.

The two-doors-down check is performed by comparing the *‘superior-geoms”
of the edges of both the inidal and goal surfaces. The superior-geoms to an edge hine
are the surfaces that create that edge, also described as the surfaces that the edge con-
nects together. Therefore, the Boolean intersection of the set of surfaces (superior-
geoms) of the edges of to-swrface and from-surface will resuit in a common interme-

diate surface 1o which both are neighbors. The pseudocode is:

for each edge x of to-surface do
for each edge y of from-surface do
set z 10 the Booleaa intersection of the superior geoms of x
and superior geoms of y

delete zo0-surface and from-surface from z

if z is not empty, ten
set i to point oa z between p; and p?
setvigy to (make-via-from-edge x ol i)
setviay to (make-via-from-edge y i p2)
if total proposed path is coilision-{ree, then

return viayand VEZ
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Notice that again, this hypothesis creaton method does not loop through a search
blindly looking for a collision-free path, but rather performs a computationally effi-
cient query that requires looking at 2 memory look-up table.

#3: 2-level- -

If the two-doors-down search fails to find a collision-free soluton, the collision
avoidance algorithm invokes the 2-level-geomery-1 method. This method got its
weird name because it searches through two levels of geomerry (2-level-geomerry...)
but requires only the initial surface to be known (...-1). Its approach is more like a
true hypothesize and test search algorithm. However, since it is known that a colli-
sion-free path is always obtainable with only three sub-paths (two via points), this
method will terminate its search and return failed if a path is not found after two lev-

els of search.

Levei 1 searcn

Figure 45. 2-levei-geomerry-1 hypothesis creanon method.

The 2-level-geomerry-1 method loops through each edge of from-swrface, cre-
ates a via point, and hypothesizes a path from the inidal point, to the via point, and
then to the goal point (level 1). If the proposed path is coilision-free, then the via
point is returned: otherwise, the surfaces intersected are tested for their relationship.

If the surfaces intersected by the level 1 hypothesis path have a common edge, then




that common edge will supply the other via point (level 2) and create the new hy-
pothesized path. If the path containing the two via points search is tested false for

collision detection, then the two via points are rerurned. The pseudocode is:

set x to the edges of from-surface
for each edge y (a sub-geom) of x do
setvy o (make-via-from-edge y pl p2)
set z to set of surfaces intersected by path from p; o vy 0 p2

if zis empty, then
remrn vy
if (length of z = 2) and (there exists a common edge to surfaces
in 2), then

setv2 o (make-via-from-edge v vl p2)

set p to the path frompj to vy to v 10 p2

if (check-for-intersection p) remrns true, then
requrn vy and v

#4; - v

. The final method called forth by the collision avoidance aigorithm is the up-
and-over method, which is guaranteed to produce a collision-free path based on the
utilizaton of how the inspection points are placed in a setup orientation. As dis-
cussed in section 4.1.3, an MR is placed into a serup object only if all inspection
points pass the visibility and accessibility criteria. This ensures that the probe can
safely reach the inspection point from above the offset safe plane. By definiton of
the offset plane, the probe may mavel safely throughout the entire plane. Therefore,
a collision-free path can be defined from an inidal point, “up” to the offset piane,
wavel within the offset plane directly above the goal point, and then descend “down”

directdy o it.
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Figure 46. Up-and-over hypothesis creation method.

The up-and-over hypothesis creation method, as is the case for the first two
methods, does not perform a looping search of possible paths, but it neither inquires
about part-model geometry nor checks its path for collisions. It is called only after
all sensible artempts to determine a collision-free path have already been executed. It
performs the function of satisfying the primary and critical requirement of inspection
path’'planning: to establish a collision-free path.

up-and-over:
set v} toacopy of p;
move v/ into offset safe plane (directly “up”)
set v7 to a copy of py
move v into offset plane (directly “up”™)
return v; and v

4.3.3. Plan Simulation

The popularity of process plan simularors for inspection and manufacruring re-
iterates the importance of coilision-free paths. Interpreting the code and displaying
its results allows the inspector to foresee potendal problems, inaccuracies, and overall

etficiency. This capability is especially important due to the difficulty of interpredng
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CMM code (even greater so for automatically generated CMM code) and the exorbi-
tant cost of replacing the probe head, if damage should occur in a collision.

The [PEM provides a CMM path simulator in which the trajectory of the probe
is overlaid on top of the part-model. This research also allows for coilision detecdion
within the simulator, with the coiliding paths highlighted in red. This technique pro-
vides a doubie check to the collision avoidance algorithm as an assurance that the
code is safe.

The format for the simulator is also aesthedcally pieasing to the engineer. The
RDS part-modei display window is divided into four sub-windows, each containing a
different view of the part-model and the overlaid probe path. The layout resembles
an engineering drawing with top, front, and side views, but also includes a 3-D
isomemic view. A text window displays the current inspection plan information, such

as setup number, DRF descripdon, and feature/tolerance combinagon.
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Figure 47. The simulaton layout within the RDS.

4.3.4. Plan Translation

This thesis has brought the inspecton planning process to its final step — gen-
erating the output. The desired output format is computer-contolled CMM instruc- |
ton code for automated inspecdon. The current state of the inspecton pian is repre-

sented by sequenced setup-DRF-MR structures consistng of opumized and collision-

free measurement points. Plan mansladon between these two states has been imple- ‘

mented as i two-siep process: wanslate the serup-DRF-MR sguctures into a genenc
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plan representation cailed “metacode,” and then ansiate the metacode into the CMM

code. The metacode is generated for severai reasons:

1. the inspection plan is represented by the metacode in a “friendly” or condu-
cive format for CMIM code generation, whatever the pardcular CMM lan-
guage;

2. the inspection plan in metacode representation may be saved amd rerieved
from disk;

3. the metacode structure can be ¢asily altered to suit the needs of the inspec-
tor, inspection machines, and inspection techniques as they change, without
requiring a total rework of the [PEM; and

4. the text and numerical values of the metacode can be easily edited by the
inspector for quick code regeneration, rather than destroying and
reinstantiating new whole new seup-DRF-MR structures.

The metacode received its name because it is a code that describes another code, i.e.,
the desired CMM code. The metacode representation removes the internal memory
pointers to feamure and geometry instantations (geoms) from the inspection plan and
repla‘ces them with generic values in the form of text or numbers, which ailows the
storage and retieval of the plan for future editing and re-generation by the inspector.
Minor editing on the metacode (coined “tweaking™) is probably unavoidabie for most
inspection plans, including such things as fixture avoidance, intelligent point piace-
ment among intersection features, and exwra probe degrees of freedoms which are not
yet implemented in the current research. Without metacode representation. the entre
inspection process planning would have to start anew from the FBDE every ime an

old pian needed revision.




MR 10 Metacode Transladon

The metacode is created from the MRs in the seup-DRF-MR inspection plan
representation generated by the process planner (section 4.1). The key to the effi-
ciency of this feature translation is the object oriented software of CLOS (Common
LISP Operating System). In CLOS, methods are defined based on the class defini-
tion of the argument passed. As a quick example, consider a software control for the
hydraulic pumps in a mechanic's shop. Many methods named raise-car (they all
have the same defined method name) would be defined describing what motor torque
and height to use when raising a car based on the type of car class that was used as
the method's parameter. Therefore, the proper raise~car method will be executed
based on the class of its input argument, whether the car is an Integra or an Impala.

The MR to metacode transiation algorithm calls a method named generate-
metacode-4this-tol&feat and passes an MR instantation. There are many
different methods with this name, each of which is defined to recognize an MR object
by the class of its tolerance fearure and its design fearure. For example, a call with a
nositon tolerance and hole feamre will execute a different method definiton than a
call with a concentricity tolerance and hoie feature. Defining a method based on two
or more classes is described further by Keene (1989).

This translation is not a 1:1 ratio. The MR is designed to efficiently represent
one aspect of the inspection plan — the measurements. The metacode is designed to
efficiently represent the tolerance evaluation. The metacode consists of three types of

measurement and evaluate commands:
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1. measure and evaluate;

2. measure, evaluare, and save the measurement values for later
evaluanon; and

3. use saved points from previously saved measurements to perform a
different evaluadon functon.

One process involved in the MR tansiation to metacode is that the inspection
points are ranslated into their proper sep-DRF orientation. Within the MR, all in-
spection points are created with reference to the internal origin of the CAD system,
which is defined to be the center of mass of the part-model. GD&T requires the ori-
gin of the measurements to be at the intersection of the three darum planes.

Before manslaton of the inspection points, the DRF origins must be calculated
with respect to the internal CAD origin. This defines the manslation vector needed to
move each point into the DRF reference frame. However, when axis datums are in-
troduced, the planes of the coordinate frame become slightly obscure since an axis is
contained by an infinite number of planes. Therefore, inspecton algorithms are used
to define the directions of the coordinate frame planes.

PAP Datum Reference Frame
PPP Datum Reference Frame T

secondary plane
I :nnramﬁ'om
i direction of

:teﬂ:wyphne

\

-

e

Figure 48. Origin and axes creation defined from the darum of the DRF.
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Once the DRF origins are formed, all the inspection points and offset points
must be translated and rotated into the proper setup-DRF coordinate frame from the
internal CAD coordinate frame. The standard robosics A mamix is used for this con-

version.

A= w&.

0 0 0

%0 . (4.15)
1

PR

where ©0R__ is defined as R($.6,¥) in (4.1) which rotates the coordinate frame from
the CAD representation into the setup orientation, and xy is the DRF translation vec-
tor. Figure 49 shows the many coordinate wansformations involved in the inspection
planning process.

Figure 49. The coordinate frames within the inspection scheme.

Finaily, the MR to meracode translation also calculates special information
needed by pre-defined CMM measurement algorithms. For exampie, to inspect a
hole feature, most CMM languages have internal commands to do this, which only
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need the theoretical center of the hole and the diameter. The CMM will automati-
cally move (o the center and probe three or four points at 120° or 90° apart, respec-
tively. The MR does not contain this informarion, but rather actual inspection points
on the inside surface of the hole, which is inefficient for most automated CMM pro-

gramming.

4.3.5. Code Generation

The automated generaton of the CMM code is simple due to the soucture of
the metacode and the ready-to-use information it contains. Any number of code
generators can be called by the inspector to generate the desired output format.
Currendy, CMES is the only supported code generation format, but furure implemen-
tanions will include DMIS and manual inspection representations.

Implemenration

Since this thesis is concerned with using the inspection rule based ANN to
sequence the inspection points (section 4.2.2), the CMM code generator follows the
plan structure of Figure 29(c) on page 55. Macros are filled with variables from the
metacode data slots to output the code in the proper format. Appendix A shows the
macros used to output the CMES codes from the design feature/tolerance feature
combinations stored in the metacode. The [PEM also has the ability to ourput the
plan stucmre of Figure 29(a), if the two-level nearest neighbor search is used to
sequence the inspecton points (section 4.2.1).

One final fearure is that the code generator can aiso perform functions to con-
figure the CMM code into a particular appearance desired by the inspector. This re-

search added another inspection point ransformation at the request of the end-user.
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the QA engineers at the Air Force 4950th Test Wing, who desired a consistency in
the coordinate frame for all setups. Even when the product rotates on the table, the
QA engineers want the x-y-2 axes to still point in the same direction. Their request
was for z 1o point “up,” y to point “left,” and x to point “back.” To accomplish this
configuration, the setup orientation maix is used backwards to rotate the coordinate
frame from the perspective of the part-model, rather than the part-model and
coordinate system from the perspective of the viewer.

Reyz(v.9.4) 4.16)

-lOo O ©

[ -

e ————

0 0

o

The resuit puts the product into the setup orientation with the coordinate frame
matching the internal CAD coordinate frame. Since the internal CAD orientation and
QA desired orientation are both constants, a standard frame roration allows the wans-

formadon between them.

Ryr(90.-90)
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CAD defsult part in setup orientation, part in setup orient.ation,
frame in CAD default frame in QC desired
. ,

Figure 30. Part-model and axes rotation from CAD defauit to inspector

desired orientaton.

The automarcaily generated CMM code that evaiuates the tolerances on the

part-model simulated in Figure 47 on page 95 is shown below:

CMES program (o inspect the part
"boomer panel”
Created on 12:37:37 7/11/1992.

Description: boomer pane for fuel refill
Inspector: stever

Notes 10 instructor for sewup:

1. Aligned the part with the primary datum
surface on the cmm table. the
secondary datum facing the inspector
(computer), and the tertiary dawum
facing to the left (the door)

T1 to continue

ET

RCO\WNP\EP LP:\SUNN
PALP\PA

OP\DT

Setup #1
! Prompt operator to ciear PH 10 probe

DA
AR RRNNNY
Move probe clear of obstructions
ASSRRRANY
Enter T1 when ready © continue
ANSRRRNNY
! Paused to wait for operator response
ET
! Re-Index PH10 Probe Head
UR.1.PH
! Continue [npection Program
ASSRNNANY
Take 3 touches on the TOP of the TABLE
SURFACE -z- CCW
AX-Z

Take 2 touches on the FRONT surtace,
RIGHT FIRST
N1-XZ

Take 1 touch on the LEFT end of the pan
N2-.YXZ
PINMINSA2




ARSRRRANY
MOVE PROBE CLEAR OF
OBSTRUCTIONS, TI TO CONTINUE
ET

YT 1 4 DPTLY DY itk Davrym

tolerance in DRF-1
sewp #1, CMES #1

#MC\-14.130:9.772\0.100
#PT.2\0.000
#MC\-14.130M9.772\0.100

#MC\-1.271\-0.854\0.100
#PT 2\0.000
#MC\-1.271\0.854\0.100

#MC\-14.995\-9.151N0.100
#PT.2\0.000
#MC\-14.995\-9.151\0.100

AX-Z
(DTM-2 B DRF-1 §) with Datum

tolerance in DRF-1
semp #1, CMES #2

#MC\-19.108\0.100\0.016
#PT.Y\0.000
#MC\-19.108\0.100\-0.016

#MC\-9.870\).100M\-0.500
#PT,Y\0.000
#MC\-9.870\0.100M-0.500

N1-YZ
(DTM-3 C DRF-1 R) with Datum

tolerance in DRF-1
setup #1, CMES #3

#MC\0.100\-5.509\-0.500
#PT XN\0.000
#MC\0.100\-5.509\-0.500
N2-X.YZ

PNMIASA.3
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DREF-1 creatcs a new origin (o which all
points (rom now on refer .
w‘

via-poini(s)

#MCN0.100:-5 509M0.100

MO 1000 R 000M). VN0
TH-6 with Position tolerance in DRF-1
semp #1, CMES ¥

#1D 2//\-10.000\-8.000\
-0.500\1.500,0.01,0.01\S.0E4
#MC2\0.100

TH-2 with Position wierance in DRF-1
semp #1, CMES #7

#1D ZJ/\-10.000\-2.000\
0.500\1.500.0.01,0.01\5.0E-4
#MC.2\0.100

TH-3 with Positon wierance in DRF-1
semp #1. CMES #6

#ID ZJ/\-20.000:-2.000\
<0.500\1 .500,0.01.0.01\S.0E 4
#MC2\0.100

TH-7 with Position tolerance in DRF-1
semp #1, CMES #4

#1D Z//\-20.000\-8.000\
<0.500\ .500,0.01.0.01\5.0E -4
#MC.2\0.100

BH-2 with Position tolerance in DRF-1
seqap #1. CMES #5

#1D Z//\-24.0005.000\
-0.150\1.000.0.01.0.01\0.01
#MCZ\0.100

BH-1 with Position tolerance in DRF-1
semp #1. CMES #8

#1D ZJ/\15.000\-5.000N
-0.150\1.000.0.01.0.01N).01
#MC2\0.100

BH-3 with Position tolerance in DRF-1




setup #1, CMES #10

#1D Z//\6.000\-5.000
-0.150\1.000,0.01,0.01N0.01
#MC.2\0.100
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Chapter 5
Results

We have 100 many high sounding words,
and too few actions that correspond with them.
- Abigail Adams

This chapter will re-illustrate the performance of the IPEM by showing all as-
pects of the intelligent inspection system. A single product design will be taken from
CAD creation, through the IPEM, and finally t0 executable CMM code. Monitor
snapshots of the process will show both internai representations as well as the human
interfaces, and actual text resuits will be displayed.

The product is created in the FBDE, the feature-driven CAD module of the
RDS (section 2.1). For this part-model, the designer added negarive-volume feanures
to a positve-volume rectangular starting block. Two blind-hole features and one
pocker feature are artached to the stardng block. and another two blind-hole features

are attached to the bottom of the pocket.
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Figure 51. The Feature Based Design Environment.

The designer aiso places the GD&T callouts onto the part-model by arntaching
them to fearures or sub-features, i.c., surfaces of features. Figure 52 shows the toler-
ance callouts of the part-model. Since the FBDE does not currendy display the toler-
ance, GD&T fearure conool frames were graphicaily overiaid on top of the snapshot

of Figure 51.
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Figure 52. Tolerances overlaid on part-model.

Assuming that the product has been fabricated by the manufacture engineers
using the FAB-PLAN module of the RDS, the workpiece is given to the QA engi-
neers who locate the part-model in the RDS database and bring it into the IPEM. The
IPEM has the same window layout as the FBDE (Figure 51); therefore, Figure 33

shows the new button menu of the [IPEM layout.

Figure 53. The button menu of the Inspection Planning and Evaluation
Module layout.

To start the automated inspection planning, the Inspection Plan button is
clicked on by the inspector (Figure 53). The IPEM begins to execute through all the

steps outlined in section 4.1: stable surface locaton. setup creaton, MR creation, and
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setup population. Messages displayed to the inspector indicate the currently active
step. Other than that, nothing eise is displayed due to the large increase in execution
tme that entails displaying the geometries.

Once the process planner has represented the inspecton pian by the setup-DRF-

MR stuctures, the schedule optimizaton begins by generating the three inspecton .
rule matrices:
W matrix:
0.000 1.000 0.632 0.671 0.281 0.614 0.700 0.571
1.000 0.000 0.407 0.307 0.736 0.463 0.33C 0.463
0.632 0.407 0.000 0.245 0.407 0.253 0.137 0.061
0.671 0.407 0.245 0.000 0.407 0.Q061 0.137 0.253
0.281 0.736 0.407 0.407 0.000 0.352 0.447 0.252
0.614 0.463 0.253 0.061 0.352 0.000 0.173 0.245
0.700 0.330 0.137 0.137 0.447 0.173 0.000 0.173
0.571 0.463 0.061 0.253 0.352 0.245 0.173 0.000
F matrix:

-0.667 0.333 1.900 1.000 0.333 1.000 1.000 1.000
0.667 -1.000 0.000 0.000 -1.000 0.667 0.667 0.667
0.667 0.333 -0.667 -0.667 0.333 0.667 0.667 0.667
0.667 0.333 -0.667 -0.667 Q0.333 0.667 0.867 0.667
0.6687 -1.000 0.000 9.000 -1.000 0.867 0.687 0.687
0.667 1.000 0.667 J.667 1.000 -0.687 -0.667 ~0.567
0.667 1.000 0.887 0.867 1.000 ~0.667 =0.667 -0.6687
0.667 1.000 0.667 0.667 1.000 -0.667 -0.667 ~0.687

S matrix:
100060000
01100000
60011111
00011111
061100000
00011111
00011111
Q0011111

See Figure 36 on page 73 for a review of what the marrices represent. The [IPEM
then makes a cail to the ANN program (Appendix B) to execute the optumization
scheduling using inspection rules on the measurement points. The resuitant path -

trajectory is then displayed to the screen. Figure 34 shows the RDS display-window;




109

however, sequence numbers were overiaid onto the snapshot to help clarify the path

majectory to the reader.

first two blind holes measured have a tolerance value smaller than the inspector-de-

fined “tght” tolerance; therefore, these measurements should go before any other
tolerance in the inspecton plan according to the dghmess inspection rule. The ANN
was driven to this soluton by the dghtness rule influencing the S and F matrices.
The two blind holes attached to the bortom of the pocket are measured next because
they are of the same feature type as the previous blind holes, as required by the
feature inspection rule and impiemented into the F matrix. Finally, the three
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remaining inspection points are measured according to a minimum Euclidean
distance criterion implemented in the W martrix.

At this point, the optmized path intersects the part-model. The collision avoid-
ance algorithm is now executed; it first asks if user interaction breaks are desired
within the algorithm. These breaks allow the inspector to accept a proposed path, or
reject it by telling the algorithm to keep searching for a different collision-free path.
This is useful in the 2-level-geomewry-1 search where one edge might produce an
acceptable collision-free path, but the inspector can clearly see that a yet untested
edge will produce a better path. Figure 55 shows the collision avoidance algorithm
results, again with text overiaid on the graphic to clarify the paths to the reader.

Figure 55. Coilision avoidance algorithm.




The MR represenaton of the inspection plan, with the inspection points opu-

mized and the via points created, is sent o the autornared CMM code generator. First

the MR representation is translated into metacode representation. A “pretry-printer”

ourput of the metacode is shown below. The : and ... symbols represent truncated

code, deleted due to redundancy, since all metacode instangations have the same slot

structure.
Inspection Plan: I-
Inspector: “stever” lisecondary-datum:
Part name: “path-bar” i :
ss=——m—n——e ]
isetup-number: | I
Inormal-of-resting-surface: (0.0 1.0 0.0) {itertary-damum:
lorientauon-marrix: (0.0 0.0 0.0) [ :
Idrf-lists: 1 total i_
O limetacode-lists: 3 total
I* New DRF n_
I ————ene iifeamre-type: HOLE
lidrf-number: 1 {itolerance-type: PO
lidrf-name: DRF-1 lidrf: DRF-1
lidrf-label: ABC [lapproach-vector: 2
lidrf-type: PPP liipts-list: ((30. 0.5 0.0))
liprimary-datum: offset-pts-list ((3.0 1.1 0.0))

I

Iitfeature-type: PLANE
filtolerance-type: DTM

lidrf: DRF-1

Ilapproach-vector: 3

iltpts-list: ((3.6296 -1.0 1.0832) ...)
llloffset-pts-list: ((3.6293 -1.1 1.0832)
Hllemm-pes-list: (...)
lllcmm-offset-pts-list (...)
Hlitol-value: P

llmat-cond: NIL

linum-points: 3

llifeature-name: (DTM-1 A DRF-1 P)
liifeature-dims: NIL

llisave-meas?: NIL
Iisetup-number: 1

Hidrf-number: 1

limr-number: 1

ilisurface: 268439487

Iivia-points: NIL

Mvia-method: NIL

flecmm-prs-lis: ((-8.0 -2.5 1.5))
Hlcmm-orfset-pes-list: ((-8.0 -2.5 2.1))
llitoi-value: 1.0E-5

fiimat-cond: NONE
finum-points: 3

liifeature-name: BH-2
lifeamre-dims: (1.0 1.0)
ilisave-meas?: NIL
[isetup-number: 1
flidrf-number: 1

limr-number: 4

Msurface: 268439269
livia-points: NIL
lllcmm-via-points: NIL
llivia-method: NIL

e

n_

jlifeature-type: HOLE
Iltoierance-type: PO

m :
fifeature-name: BH-3




i

-

i

lifeature-type: HOLE
liolerance-type: PO
] :
liifeature-name: BH-4
] :

_

lifeature-type: HOLE
litoierance-type: PO
1] :
{iifeature-name: BH-1
] :

-

n_

Iifeature-type: T
Iitolerance-type: DTM
] :
liifeature-name: PXT1(5]

[ :

i-

linn-via-points: ((-5.1 1.1 -.855)...)
{inn-sequence-points: (30704050608 ...)
"

mmnmax-box: ((-5.0 5.0) (-1.0 1.0) (-2.5 2.5))
offsec 0.1

cmm-language: CMES

cmm-accuracy: 0.00001

drf-origin-list ((DRF-1 (-5.0 0.1 2.5)))
drf-axes-list: (DRF-1 (34 1))

The CMES code is then generated from the metacode. The inspector is

prompted for a filename into which the text is placed. This file will then be taken to
the CMM computer controller either by diskerte, modem, or network ransfer. The
program will be downioaded to the CMM language interpreter, CMES, and executed

to inspect the workpiece.
CMES program to inspect the part “path-bar” Inspector: siever
Created on 14:30:34 6/11/1992.
Semyp #1
Descripdon: bar part for placing NN path over
Inspector: stever ! Prompt operator (0 clear PH 10 probe
DA
Notes (o instructor for setup: M
1. Aligned the part with the primary datum Move probe clear of obstructions
surface on the cmm table, the ASSRRRNAY
secondary daum facing the inspector Enter T1 when ready to continue
(computer), and the tertiary datum ASSRRRNRY
facing 1o the left (the door) ! Paused 10 wait for operator response
ET
TI 10 continue ! Re-Index PH10 Probe Head
UR.1.PH
ET ! Continue [npection Program
RCO\NP\EP.LP\SININ ASANRNNNY
PALPA\PA Take 3 touches on the TOP of the TABLE
OPDT SURFACE -z- CCW
AX-Z
Part: path-bar
Description: bar par for plac.ng NN path over
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Take 2 touches on the FRONT surface,
RIGHT

FIRST
N1- X2

Take 1 touch on the LEFT end of the part
Ne- YXZ
PINMD\SA.2
ANSRRNNNY
MOVE PROBE CLEAR OF
OBSTRUCTIONS, T1 TO CONTINUE
ET
Re-creating darums for DRF-1

(DTM-1 A DRF-1 P) with Datum iolerance in
DRF-1
setup #1, CMES #1

#MQ\1.417N-8.62N1.200
#PT2\1.100
#MQ\LL417\-8.629\1.200

#MCM.886\4.710\.200
#PTZ\.100
#MCM.886\4.710\.200

#MCO\0.427\-0.424\1.200
#PT2\1.100
#MC\0.427\-0.424\1.200

AX+2Z

via-point(s)

#MC\-0.100\-2.711\1.200

(DTM-2 B DRF-1 $) with Datum twolerance in
DRF-1
szup #1, CMES #2

#MC\-0.100\-4.998\0.887
#PT.X\0.000
#MC\-0.100\-4.998\0.887

#MCO\-0.100\-6.369\1.069
#PT X\0.000
#MC\-0.100M-6.369\1.069
N1+ XZ

via-poini(s)

#MC\-0.100\0.1000.978

(DTM-3 C DRF-1 R) with Datum tolerance in
DRF-1
sewp #1, CMES #3

#MC\3.355\0.100:0.887

#PT,Y\0.000

#MC\3.355\0.1008.887

N2.YXZ
PAMIDASA3
DRF-1 creates a new origin to which all

points from now on refer.
- — - ]

via-point(s)

#MC\3.355\0.100\1.200
#MC\2.500\2.000N2.200

BH-1 with Position toierance in DRF-1
seap #1, CMES #7

#1ID Z//N2.S00\
-2.000\0.600\1.000,0.01,0.01\1 .OE-5
#MC2Z2\1.200

BH-2 with Position toierance in DRF-1
setop #1, CMES #4

#ID ZJIN2.500\
-8.000\0.600\1.000,0.01.0.01\1.0E-5
#MC.Z\1.200

via-point(s)

#MC\2.500\-3.000M 200
#MQ\3.500\5.000M.200

BH-3 with Position tolerance in DRF-1
sewp #1, CMES #5

#ID ZJ/A3 500\-5.000\
£0.150\0.500,0.01.0.01N0.01
#MC2\0200

BH=4 with Position wlerance in DRF-1
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setup #1, CMES #6 #MC\1 5004, 500N0.200
#1D Z//A1.500n5.000\ #MC\3.500\3. 500N 200
-0.150\0.500.0.01,0.01\0.01 #T20.100
#MC.2\0.200 #MC\3 5004 500N 200
#MC\2.500\-5 500N0.200
STARTING-BLOCK with Flamess wierance | #PT.2\0.100
in DRF-1 #MC\2.500\-5.500N0200
setup #1, CMES #8
FE, Z/PL\0.010\0.000
#MC\1.500\4.500M0.200
#PT.2\0.100

When the IPEM has completed the CMES code generation, the inspector can
perform two aids provided by this research. First, the inspector can now save the
metacode to disk. When the Save Plan button is clicked by the mouse, the inspector
is prompted for a file name to place the metacode into. If the CVM code needs to be
regenerated. or the metacode needs editing, the file can be retrieved from the storage
file and save the inspector a lot of time rather than performing the process planning
again. The Retrieve Plan buton performs this funcuon.

Secondly, the inspector can click on the Display Points & Path burton to start
the CMM simulation. This brings up the four-view engineering design layout and
overlays the probe rajectory onto the part-model.
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Chapter 6

Conclusions

Research is o see what everyone else has seen,
and to think what nobody has thoughe.
- Dr. Albert Szent-Cyodryi

The outcome of this research is a number of accomplishments seen from many
different perspecdves. Significant results have been produced in several areas of
research.

Looking at the larger picture, this research has had a large part in producing a
viable automated inspection planner that is integrated into the RDS, 2 feature-based
concurrent engineering system. The implemented work of this thesis has convered
the [PEM from a research idea only into an application that produces usable resuits
and provides benefits to its users.

From the perspective of scheduling optimization. the use of two different forms
of rule-based matrices to integrate rules into an artificial neural network is unprece-
dented. Three different rule-generated mamrices were implemented into the neuron
motion equation of the ANN. The output produced modeled the desired resuits and
sequenced the inspection points using inspection rule criteria.

A new approach to producing collision-free paths was also inroduced. The
collision avoidance algorithm modified the generic hypothesize and test method into
a computationally efficient algorithm based on an automated inspection paradigm.
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Four different hypothesis creation methods were implemented, each with a quick
search or part-model query for a typical geometrical relationship between the initial
and goal points. If that relationship is found, then the method can efficienty produce
the via points needed to create a collision-free path.

Simularing the plan before automated inspection ensures the inspector that the
probe path is safe and efficient. The inspector can double check the output of the
point scheduling and collision avoidance algorithms for desired results..

Represendng the inspection plan in metacode format ensures an easy upgrade
in the IPEM for future additions to output formats. The metacode also provides for
storage and retrieval functions. Editing capabilities can be efficiently performed
through the use of the metacode instantdations which do not contain internal memory
stuctures.

The automatic generation of CMM code uses a metacode to CMES generator.
The code is created from generic CMES macros that are populated with the proper
calculated values. These macros can also be edited by the inspector to ensure an easy
software upgrade and to customize the output of the inspection plan.




Chapter 7
Future Work

Our efforts today and what we have done so far
are but building blocks in a huge pyramid to come ...

Knowledge begers knowledge. The more | see,
the more impressed | am — not with what we know — but

with how tremendous the areas are that are as yet unexplored.
- L. Col. John H. Glenn, Jr.

The RDS is a large research project that has accomplished much, but has many
new avenues to explore. With respect to inspection planning and this research, the
furure work entails improvements to existing techniques, as well as new implementa-

dons:

Varianz process planning: variant planning wouid be in addition to the
current generative process planning. Variant process planning begins with
a previous inspection plan and updates it according to the current par-
model and tolerances.

Intelligent inspection point placement on twleranced surfaces: currently the
points are placed on the surfaces by a random process. An intelligent
placement based on inspection rules or neural net learning would improve

the evaluation resuits.

Intersecring, interacting fearures: an addition to the IPEM wouid provide
intelligent point placement on a surface that is not compiete because of
feature interaction.

Neural network learning of scheduling weights: producing the probe path
scheduie based on inspection rules requires the proper weighting of rules
when they conflict. A separate associative memory, such as the EAM. can
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be used to learn the inspection weights in relationship to the part-model
and tolerance callouts. When a similar part-model is encountered. the same
weights, or a linear approximation of the weights, can be used when creat-
ing the rule matrices.

Evaluarion functions: currendy the evaluation functions are performed within
the CMM language, CMES, which usually entails least squares algorithms.
More efficient algorithms can operate upon the measurement points which
will result in more accurate tolerance evaluaton.

Five dof probe: exwending the inspection planning to five dof will involve a
large undertaking, but will produce better results. The point placement
techniques, MR sequencer, and collision avoidance algorithm must all be
modified.

Representing fixtures in simulation and collision avoidance: solid fixture
stuctures will provide a safer path for the inspector. In additon, intelli-
gent fixwure selection and placement will aid the inspector and produce
more optons for setup orientation selection.

More human interaction: yes, more. Allowing human interaction into key ar-
ea, of the IPEM will speed the process and guide it into a desired result.
For exampie, the current setup selection is a computationally expensive al-
gorithm: however, this can be replaced by an optional resting-surface se-
lecdon by the inspector.
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Appendix A

CMES Macros for Design/Tolerance Feature Combinations

BQSS
ol  CMES macro

4 #0OD,axis//A\x\y\z2\diam,0,0\ol
#MC,axis\clear_val

L #OD,axis\x\v\zi\diam \SP,1

#MC.axis\clear_val

#0OD,axis\x\y\z2\diam \SP,2
. #MC,axis\clear_val

UP,1,2\DL4

{ AQ,4.L,axis/DL\ol }

{ AQ,4.l,axis.Phol }

/ SA,10

#0D.axisI\x1\vy1\z1a\diam! \SP,1
#0D,axisI\xI\v1\z1b\diam] \SP,2
#MC,axisl\clear_val
UP,1,2\Dlaxis

! ** note origin has been shifted to axis of boss
#0D ,axis2\x2\yNz2a\diam2 \SP,l
#0D,axis2x\y2N\22b\diam2 \SP,2
#MC,axis2\clear val

UP,1,2\D14

{ AP.4.L,axis./DL\ol }

{ AP,4.L.axis.P\vol )

RA,10
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- #OD,axis\x 1\y [\z\diam \SP,1

#MC,axis\clear_val

{...ntowal ames(l line): 2 _n_40.. )
UG,1,n\DL,4,n

{ FS,4\ol )

{ FS,4,axis,P\ol }

o SA,10
#0D axis\x\y\zI\diam]1
#MC,axis\clear_val
DI,4
#0D axis\x\y\z2\diam2
#MC,axis\clear_val
CN,4 L axis,.L/D\ol
RA,10

y4 ! for angles other than 90 deg

#MC,axis\x\y\z

#PP,axis\x\y\z \SP,1
 { repeat at least n > 2 umes }

UG,1,n\DL4

{ AA4,L damum/D }

{ AA4.L damm/L }

axis-D #OD.axis\x\v\z]\diam \SP,1
#MC.axis\clear_val
#0D,axis.x,y,z2\diam \SP,2

#MC.axis\clear_vai
UP,1,2\Dl.axis_name

BLIND/THROUGH HOLE
of  CMES macro

-3 #1D.axis//\x\y\2\diam,0,0\tol
#MC,axis\clear_val
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#ID,axis\x\y\z I\diam \SP,1
#MC,axis\clear_val

#1D ,axis\x\y\z2\diam \SP,2
#MC,axis\clear_val

UP,1,.2\D1.4

{ AQ,4,L.axis/DL\ol )
{ AQ,4,l.axis,P\ol }

SA.10

#ID,axisI\xI\y1\z1a\diam1 \SP,1
#ID,axis[\xI\y1\z1b\diaml \SP.2
#MC,axisl\clear_val

UP,1,2\Dl.axis .
! ** note that origin has been shifted to the axis of the hole
#ID,axis2\x2\y2\z2a\diam2 \SP,1
#ID,axis2\xy2\z2b\diam2 \SP.2
#MC.axis2\clear_val

UP,1,2\DL.4

( AP.4,L.axis/DL\ol }

( AP,4,L.axis.P\ol }

RA,10

#ID,axis\x I\y1\z\diam \SP,1

{ ... ntotal dmes (1 line): 2 _n _40 ... }
UG, 1.n\DL4,n/

{ FS,4.axis,P\ol }

{ FS.4\wol }

SA910

#ID,axis\x\y\z1\diam1
#MC,axis\clear_val
DL4
#ID,axis\x\y\z2\diam?
#MC.axis\clear_val
CN,4.L.axis,L/D\tol
RA,10

! for angles other than 90 deg
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#MC,axis\x\y\z

#PP,axis\x\y\z \SP.1
{ repeat at least n > 2 umes }
UG,1,n\D1,4

{ AA4.L,darum./D }

{ AA4,L.daum./L }

axis-D #ID,axis\x\y\z1\diam \SP,!
#MC,axis\clear_val
#ID,axis\x\y\z2\diam \SP,2

#MC,axis\clear_val
UP,1,2\Dl,axis_name

EDGE CUT

ol CMES macro

4 ! assume darum is already created
#MCx1\yi\zl
#PP,axis\z0 \SP.!
{ ... ntotal imes (2 lines): 3<n<40...

- UG,1,"N\NAX,4.n

AA,4.P,axis,n/Paxis\angie\tol

L 4 #MCx izl
#PPaxis\z0 \SP,1
{ ...ntotal dmes (2 linesi:: 3<n<40...
UG,1,n\AX.4.n
N1,4,datum/tol(.5)
! AN.4,datum/A90,t0l(.5)

THRQUGH SLOT
ol  CMES macro

1 #MCxlwlal

#PP,axis\v0 \SP.1
{ ... ntotal imes (2 lines): 6 <n<40 ...
UP,1.\CM.axis \SP,1
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UP,3,/\CM.axis \SP,2
UP,5,6\CM,axis \SP.,3

{ ...ntotal dmes (1 line): 3<ng20...}
UG,1,n\AX.4,n

N1,4,axistol(.5)

! AN,4,darumA90,tol(.5)

PLANAR SURFACES
ol CMES macro

/

#MC\x1\yl\zl

#PP,axis\20 \SP,1

{ ...ntotal times (2 lines): 3_n_40.. }
UG,1,m\AX,4.n

N1,4,datumArol(.5)

! or AN,4,darumA90,t0l(.5)

#MCx1\yi\zl

#PPaxis\z0 \SP,1

{ ... ntotal tmes (2 lines): 3<n<40..}
UG,1,n\AX.4,n

" AP,4,P,axis.P./Prol

#MCxlyl\zi

#PP.axis\z0 \SP,1

{ ... ntotal times (2 lines): 2<n<40 ... }
UG, 1,n\AX+,4

FS,4,P,axis P\ol

{ repeat above code for each new line }

#MCx1\yI\zl

#PPaxis\z0 \SP,1

{ ...ntotal imes (2 lines): 3<n<40 ... }
UG,1.n\AX.4

AA 4P axis.n/Paxis\angie\tol

#MCx1\yi\zl
#PPaxis\p0 \SP,1




130

{ ... n total dmes (2 lines): 3 <ng40..}
FF axis./P\ol
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Appendix B
CMES Quick Reference

Command  Descripdon

AX

Nl

N2

V]
-

Axis. The normal of the plane containing the points given is created.
If more than three points are given, a least-squares algorithm is used to
compute the plane.

Normal 1. This creates the normal of a plane from 2 measured points.
The third point is calculated from the normal of a specified piane.
This ensures mathematical murual perpendicularity needed for datum
reference frames.

Normal 2. This creates the normal of a plane from 1 measured point.
The second and third points are calculated from the normal of two
specified planes.

Point of Intersecton. This command determines the point of
intersecton of that have been created by a combination of AX. N1. and
N2 commands.

Master Daum. Follows the MD command to make the intersecton
point the workpiece origin.

Automatc Move Course. The # signifies that the command will
physically move the probe, and collision avoidance techniques need to
be applied. The MC command is a fast move and needs to be weil
clear of the part.

Automatic Point with Probe Compensation. This command moves the
probe slowly in one direction to take a measurement from the part.




#ID

#0D

/17

SP

AQ

AlJ
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Automatic Inside Diameter. Inspects a hole by acceleranng to the
point above the hole, enter the hole, and probe the inside of the hole.

Automatc Outside Diameter. Inspects a boss in the same manner as a
hole.

Tolerances. Backslashes are appended to end of any evaluation
command to indicate tolerancing. Equal bilateral: / = +val, Unequal
bilateral: // = hival, loval, True position: /// = tp-diameter, True
Posidon plus bonus: M = tp-diamerer.

Save Point. Save a point for future use.

Use Point. Use a saved point.

Form - Straighmess. Determines the smaighmess of a line.
Form - Flamess. Determines the flamess of a surface.

Atmtude - Parallelism. Determines the parailelism of one fearure to
one (or two) other fearures.

Arttude - Squareness. Determines the perpendicularity of one fearure
(or two) 10 another.

Artitude - Angularity. Determines the angularity of one fearure to
another.

Concentricity. Determines the concentricity of a point to a line, line to
a point, or line to a line.




Appendix C
Artificial Neural Net Code in C

#inciude <sidio.h>

#include <math.h>

#inciude <ctype.h> -
#include <fentl.h>

#define DIM 20

#define UL 500.0

#define LL -500.0

void fpm_sol(int(Q{DIM], floatJ[CIM],char™*).
int in_dim;
main(int arge, char *argv({])
{
int i, j, k. z. seed, maxiter=100000, v(DIM}{DIM], th, iter, sp, sf2;
int al=1, a2=1, b=2, ¢=2, d1=1. d2=1, s1=0, s2=-1, S[DIM]{DIM];
int time_step=1, p. pl, p2, sal. sa2{DIM], h1, h2(DIM};
float f1=1.0, sf, sb, sc, dis, min, max:
float du{DIM}[DIM], u{DIM](DIM], d{DIM][DIM], dd{DIM](DIM], FIDIM}(DIM];

Read_weights(argv(l], d, F, S);
sp=0;

/* minimum shift wieghts */
for(i=0:i<in_dim:i++) |
min=1000;
for(j=0:j<in_dim:j++)
if((i!=j)&&(d(i}(jl<min)) min=d(i](j};
for(j=0:j<in_dim:j++)
if(i!=1) dd(il{jl=d(i}[j}-min:

/* inivalize */
iter = 0;
for(i=0:i<in_dim:i++)
for(j=0:j<in _dim:j++) (
ufi](j] = -rand()/100000.0:
}V[il[i]=0:
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v(spi(O}=1. /* v(epi{in_dim-1|=1. */

while(iter<maxiter) {
/* evaluate */
for(i=0zicin_dim:i++)
if (il=sp) /* &&(ii=ep) */
for(j=1:j<in_dim:j++)
ifuilGP0) v(illl=1:

cise v{il(j}=0:
/* rules manipulation */
if (sl '=0)

for (i=1; i<in_dim; i++)
for (j=1: j<in_dim; j++)
v{il(j] = v(il(j] && S(i)(:

th=0;

sa2(0)=0;

/* column summaton */

for(j=1;j<in_dim:j++) {
sa2(j] =0; h2(j}=0:
for(p=0:p<in_dim:p++)

sa2(j] = sa2(j]+v{pi(i};

if(sa2(jj==0) h2(j] = 1:

| sa2(j] = sa2(j]-1:

/* row summadon */
for(i=0:i<in_dim:i+r)
if (i!=sp) |
sal =0; h1=0:
for(j=1:j<in_dim:j++)
sal = sal+vii](j}
if(sal==0) hi=1:
sal = sal-1;

for(j=1:j<in_dim:j++) {
sb=0:st=0:
for(p=0:p<in_dim:p++) {
if (p!=i) sb = so+(v(pili-1] + v(pii+1])*dd(il(p}
}if (pt=i) sf = sf+(v{p)(i-1]*Flpl(i] + v{pili+1]*Flil{p]):

sf2=0;
for(k=1:k<in_dim:k++)

if ((k!'=i) && (Fi)k] < 0.0)) sf2 += v{i](jI*vikij+1};
if(sf2 =1)sf = 0.0
sf2=0:
for(k=1:k<in_dim:k++)

if ((k!=i) && (Fk|{i] < 0.0)) si2 += v{k]{j-1]*+v{il(j};
if (sf2 = 1) sf=0.0:
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sc=0;
U((v(il(jl=&&(sa2(j- 1}==0)&&(sa2(j+ 1 }==0)) {
for(p=0:p<in_dimip++) (
if(v(pi(j-1l=1) pl=p:
}if(v[plli+ll=l) p2=p;
if((p1!=i)&&(p2! =) & &(pl!=p2))
sc = dd(i](p1}+dd(i](p2]-dd(p2}(p1}-dd(p1)(p2};

)
th = th + abs(sal) + abs(sa2(j]);
/* neuron motion equation */
du(i}(j] = -al*sal-a2*sa2(j] - b*sb - c*sc + d1*h1+d2*h2(j] - [1*sf - $2*S[i](j];
/* update */
u(il() = u(ilG}+du(i)(j]*tume_step:
/* threshoid limits */
if (u(il(j] > UL) u(i](j] = UL:
if (u(i]() < LL) u(il(] = LL:
}
}

if(th==0) break;
itersiter+1:
}
fprn_sol(v, d, argv);
}

void fprn_soi(int v(J[DIM], float dj{DIM], char *outfile(])
{ .
int ij;
char fname(24};
FILE *fp:
strepy(fname, sorcat(outile(1],” .out™));
printf("\n\nPrinting 10 \"%s\" ", fname);
fp = fopen(fname, "w");
for(j=0:j<in_dim:j++)
for(i=0:i<in_dim:i++)
if (v(il(jl = 1) {
fprinut(fp,” %.0f %.0f ".d(in_dim]{i], d(in_dim+1](i]);
prinet("%.0f %.0f, ".d(in_dim](i}, d{in_dim+1](i});
}
fclose(fp);
)



